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Executive summary 
 

 

Over 300 years since the first written exam was used in the English education system, this 

traditional form of assessment continues to divide opinion.  To their supporters, written 

exams provide a rigorous test of students’ knowledge and understanding that acts as a source 

of motivation as well as a sound basis for progression onto university or employment. Indeed, 

Prime Ministers, Education Secretaries, Schools Ministers and regulators have publicly stated 

that written exams are the ‘best and fairest’ way to measure pupils’ attainment. Meanwhile, 

critics argue that written exams are narrow assessments that focus too much on memorisation 

and fail to provide students with the wide range of skills that they need for later life and work.  

 

With a General Election looming, coupled with the collapse of the exam system in 2020 and 

2021 due to the outbreak of COVID-19, debates over the future of exams have become 

increasingly vocal. As a result, this report set out to understand if the current dominance of 

written exams in our assessment landscape is justified and whether the following alternatives 

to exams could and should play a greater role in our high-stakes assessment system towards 

the end of secondary education - most notably at age 18: 
 

• Coursework and controlled assessments 

• Oral exams 

• Portfolios 

• Extended essays and projects  

• Performance-based assessments 
 

 

Developing and demonstrating a wide range of skills  
 

A common criticism of written exams is that they focus too heavily on recalling knowledge, 

whereas other methods of assessment can emphasise other competencies. For example, the 

Extended Project Qualification (EPQ) – a voluntarily and independently-produced essay or 

project completed alongside A-levels – encourages students to investigate a topic of their 

choice, with the aim of developing their research, extended writing and presentation skills. 

Meanwhile oral assessments (such as the speaking components of language exams) give 

students the opportunity to demonstrate their knowledge in a more practical way while also 

seeking to improve their verbal communication skills.  

 

Developing wider skills through different methods of assessment is not just a theoretical goal. 

This report identified several studies showing that a student’s grade on the same course 

material may be different in an oral assessment or a portfolio (a collection of work, often used 

to assess subjects such as design and technology) compared to a written exam, indicating that 

these alternative assessments may be capturing different elements of performance. Using 
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‘multi-model’ assessment to get a broader view of a student’s capabilities is common in 

technical education and apprenticeships but rarely features in academic settings. 
 

 

Assessments that reflect ‘real-world’ settings  
 

Written exams are normally completed in an artificial environment (such as a silent hall) that 

does not reflect real-world settings. In contrast, some alternative assessments allow students 

to acquire and demonstrate skills needed for employment and further study. For example, 

there is evidence showing that students who complete the EPQ may be better prepared for 

university degrees, while oral assessments promote the verbal communication skills that 

employers frequently claim are lacking among many school and college leavers. 

 

The nature of some subjects means that assessments which closely resemble real-world 

settings are undoubtedly preferable to written exams. For example, the most appropriate way 

to assess a student’s musical skills is through a live performance, while other artistic abilities 

such as drawing and painting are best captured through a portfolio of work. Although there 

is evidence to show that assessing creative subjects inevitably involves a greater degree of 

subjectivity (and thus less consistent grading) than a written exam, they remain the most 

credible way of capturing a student’s attainment in these subjects. 
 

 

Guarding against malpractice  
 

When they were first examined in 1988, GCSEs often had a large coursework component. Just 

three years later, then Prime Minister John Major voiced concerns that standards were “at 

risk” with some students allegedly getting too much assistance from teachers or parents or 

even having their coursework written for them. To contain the risk of malpractice, there was 

a shift in the mid-2000s from coursework to ‘controlled assessments’ i.e. coursework 

completed under supervised conditions, with much tighter controls on its design, delivery 

and marking. Even so, a review in 2013 by the exam regulator Ofqual found that there was 

still “too many opportunities for plagiarism” and that, in some subjects, there was very little 

to distinguish between a controlled assessment and a written exam due to the tight controls. 

Consequently, Ofqual severely curtailed the use of ‘non-exam assessment’ (NEA) including 

coursework-style tasks. Many GCSEs and A-levels (e.g. history, geography, drama) have seen 

significant reductions in the contribution of NEA towards a student’s final grade, and in some 

subjects (e.g. science) NEA has been eliminated altogether.  

 

Despite these changes to GCSEs and A-levels, concerns over malpractice in a high-stakes 

assessment system persist in other forms of assessment such as the EPQ and the International 

Baccalaureate’s (IB) compulsory ‘Extended Essay’, which are both completed without 

supervision. The development of new technology such as ChatGPT and other chatbots has 

exacerbated existing concerns regarding plagiarism as these tools can produce entire essays 
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and projects with minimal input (if any) from the student. Such is the inability of exam boards 

to identify malpractice related to chatbots, the IB recently announced that students were 

actually allowed to use such software to complete their Extended Essays. In contrast, the scope 

for malpractice in written and oral exams is greatly reduced by the controlled testing 

environment, thus making the grades awarded for these assessments more trustworthy.   
 

 

The practicality of assessments in a high-stakes system 
 

The inconsistencies in how coursework and controlled assessments were delivered in schools 

and colleges created numerous problems when seeking to award grades on a fair basis across 

the country, particularly when some students ended up receiving more advice and assistance 

than their peers (even within the same institution). Although controlled assessments sought 

to enforce more specific rules on the level of permitted help for students, teachers reported 

that there was still too much room for interpreting the rules differently and Ofqual found that 

in some cases “too much teacher input” continued. Extended essays and projects such as the 

EPQ continue to face the same challenges. For example, students must write their own 

research questions for their EPQ but teachers are allowed to provide feedback on them - 

meaning some students could be receiving more support than others, potentially giving them 

an unfair advantage. Written exams largely avoid these problems by ensuring that all students 

taking the exam receive the same questions in a standardised and strictly controlled 

environment, so the results should reflect a student’s genuine attainment rather than being 

influenced by the amount of support that they received. 

 

Written exams are also relatively cheap to deliver and mark, which is hugely beneficial when 

assessing tens (if not hundreds) of thousands of students over a short period. In comparison, 

coursework and controlled assessments were both very time consuming – often taking several 

months to complete – and used up a large portion of the curriculum time for each subject. 

Moreover, they increased the workload of teachers who had to supervise and mark the tasks. 

Other methods of assessments also need a considerable amount of time to ensure that they 

produce a credible measure of student attainment. Research has shown that the consistency 

of marks awarded for portfolio assessments improves when multiple assessors mark each 

collection of work produced by a student (as is commonly done in smaller subject such as art 

and design), but this intensive approach would quickly become unfeasible at a larger scale. 
 

 

The challenges caused by asking teachers to award grades 
 

Students often appear to perform better in assessments such as coursework and controlled 

assessments that are graded by their teacher rather than external examiners, yet research by 

Ofqual found that this was not necessarily a “fair representation” of a student’s attainment. 

Asking teachers to award grades for these assessments also made it hard to differentiate 

between students because of a ‘bunching’ towards the top end of the available marks. This 
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was perhaps unsurprising as teachers reported being in a “difficult, sometimes stressful” 

position when marking their students’ work as they knew that “their own performance and 

that of the school” would be judged by the results. The EPQ, which is marked by teachers, has 

seen a similar bunching of marks, with 45 per cent of candidates being awarded an A or A* in 

2019 (rising to 55 per cent during the pandemic) compared to 25 per cent across all A-levels.  

 

Written exams typically produce grades that expose different levels of attainment within a 

cohort of students because they are externally mark and designed to test students’ knowledge 

of externally set content. These normal safeguards disappeared during the pandemic, leaving 

teachers with the unenviable task of determining their own students’ grades. The proportion 

of A and A* grades awarded across all A-level subjects subsequently leapt from 25 per cent in 

2019 to 44 per cent in 2021, with sharp rises in top grades also visible in GCSEs. Teachers were 

put under immense pressure during this period and reported frequently working late into the 

night to manage their substantial workload due to this enforced experiment with teacher-

assessed grades. A survey by Ofqual in 2021 found that less than 40 per cent of the public had 

confidence in A-level and GCSE grades awarded during the pandemic, further emphasising 

the risks created by a grading system that does not produce trustworthy outcomes. When 

coupled with the findings of numerous inquiries and studies conducted well before the 

pandemic, the research evidence clearly demonstrates why asking teachers to award grades 

to their students should be avoided within a high-stakes assessment system.  
 

 

Widening of disparities between groups 
 

Numerous research studies have found that when teachers are asked to award grades to their 

students, they can be influenced by their existing knowledge of that student. For instance, a 

teacher may inadvertently award a piece of work a higher grade than it deserves because the 

student in question is generally a high achiever. Teachers can also be influenced by a pre-

conceived (and often subconscious) idea of how well a student may perform based on 

demographic factors, with multiple studies showing that grades awarded by teachers can be 

lower for children from less well-off families and those with special educational needs 

compared to other children of the same ability level. When teachers were responsible for 

awarding grades during the pandemic, concerns over widening disparities between students 

were again evident as some existing performance gaps between students from different 

demographic groups increased – particularly for black students and those from lower socio-

economic backgrounds.   

 

This so-called ‘bias’ is not intentional, nor is it unique to teachers, as even external assessors 

can be biased in their judgements. For example, one study found that during musical 

performances an assessor’s mark can be influenced by the gender and ethnicity of the 

performer as well as the experiences of the assessor themselves (e.g. how familiar they are 
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with the piece being performed). In contrast, written exams reduce the opportunity for bias to 

occur as they are marked anonymously as well as externally. Other methods of assessments 

can also limit the opportunities for bias by using anonymous marking (as is done for marking 

A-level and GCSE music performances as well as the IB Extended Essay). 
 

 

Different approaches to marking  
 

Written exams are generally judged in a consistent way as assessors follow the same mark 

scheme that sets out the knowledge and skills required from candidates. This approach makes 

it more likely that if a student were to take the exam again, they would achieve an identical 

or very similar grade. Some alternative methods of assessment struggle to achieve the same 

consistency, as demonstrated by the pandemic-era experiment with teacher-assessed grades. 

Research has shown that consistent grading can also be difficult to achieve when the assessor 

is asked to make a more subjective judgement (e.g. art portfolios or drama performances) 

because even with a mark scheme, assessors may value different skills, traits and styles in 

creative outputs.  

 

Several studies have described ways to improve consistency between assessors. One of the 

most important findings is that there is greater consistency between teachers when they are 

asked to rank students in order of how well they performed rather than awarding specific 

grades. Another way to improve consistency is by asking the assessor to make their judgement 

in a different way. Studies have found that asking assessors to award a single holistic score to 

a piece of work in the absence of any formal marking criteria can often produce more 

consistent grades than asking assessors to judge the same work using a detailed and 

prescriptive mark scheme. 
  
 

Conclusion 
 

There are good reasons why written exams have come to dominate the assessment system in 

schools and colleges. They are a relatively low-cost, standardised and impartial way to assess 

students’ knowledge and understanding, with a much lower probability of being affected by 

malpractice or inconsistent grading than other methods of assessment. The controlled setting 

in which exams normally take place also means that students, parents, universities, employers 

and the government can have confidence that the awarded grades are a genuine reflection of 

a student’s attainment. Any reforms that may result in greater inaccuracies or inconsistencies 

in grading would be detrimental to students as well as taxpayers who have every right to 

expect a publicly funded system to deliver fair judgements on students. Nevertheless, every 

method of assessment involves trade-offs and written exams are no exception, particularly 

their limited value in building many skills that are useful beyond the confines of an exam hall. 
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Regardless of the imperfections of written exams, the problems faced by many alternative 

forms of assessment are hard to ignore. The advent of ChatGPT is a significant threat to the 

integrity of formal assessments in this country and elsewhere. Plagiarism has always been a 

risk to some extent, especially for coursework-style tasks, but establishing for certain whether 

a student produced the work that they submitted has now become a virtually impossible task 

for teachers, leaders and exam boards. Consequently, it would be unwise to increase the 

proportion of coursework or similar assessments into our high-stakes system because there is 

no realistic prospect of preventing widespread malpractice. What’s more, the burden that 

would be placed on teachers by switching from external exams to more internal assessments 

should not be underestimated given what teachers have consistently reported in the past. 
 

This report concludes that both supporters and critics of written exams make valid arguments 

regarding the benefits and drawbacks of this enduring form of assessment. As a result, the 

following recommendations seek to build on the most commendable attributes of written 

exams while also drawing on the benefits of other types of assessment that can withstand the 

demands of our high-stakes assessment system. If, as this report proposes, a government – 

either current or future – is willing to invest more in schools and colleges to ensure that every 

institution can offer a wider range of courses and assessments, our assessment system will be 

placed on a stronger foundation for many years to come. 
 

 

Recommendations 
 

• RECOMMENDATION 1: To maintain the credibility of the high-stakes assessment 

system in the final years of secondary education, written examinations should continue to 

be the main method of assessing students’ knowledge and understanding. In contrast, 

placing a greater emphasis on coursework and other forms of ‘teacher assessment’ would 

increase teachers’ workload and lead to less reliable grades that may be biased against 

students from disadvantaged backgrounds.  

• RECOMMENDATION 2: To broaden the curriculum and develop a wider range of skills 

than those promoted by written exams, students aged 16-19 taking classroom-based 

courses should be required to take one additional subject in Year 12 (equivalent to an AS 

level) that will be examined entirely through an oral assessment.  

• RECOMMENDATION 3: To ensure that students taking classroom-based subjects can 

develop their research and extended writing skills beyond an exam setting, the Extended 

Project Qualification (EPQ) should be made compulsory. In future, the EPQ will be used 

as a low-stakes skills development programme and will therefore be ungraded.  

• RECOMMENDATION 4: To give schools and colleges the resources they need to expand 

their 16-19 curriculum to include an additional subject and the EPQ, the ‘base rate’ of per-

student funding (currently £4,642) should be increased by approximately £200 a year to 

reach £6,000 by 2030.  
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1. Introduction 
 

 

“One had to cram all this stuff into one’s mind for the examinations, whether one liked it 

or not. This coercion had such a deterring effect on me that, after I had passed the final 

examination, I found the consideration of any scientific problems distasteful to me for an 

entire year.” 1        

- Albert Einstein 

 

 

Despite having some famous critics over the years, it is no exaggeration to say that written 

examinations dominate assessment in English schools. With few exceptions, A-level and 

GCSE qualifications are built around pen-and-paper assessments conducted in silence and 

lasting up to three hours. Other forms of assessment such as coursework have fallen out of 

favour due to their supposed lack of rigour, the workload burden they place on teachers and 

their perceived failure to produce reliable and consistent grades - leaving written exams in a 

seemingly unassailable position. The rejection of most other assessment methods is due in no 

small part to the belief – repeatedly expressed by Prime Ministers, Education Secretaries, 

Schools Ministers and the exams regulator Ofqual – that written exams are the ‘best and 

fairest’ way to measure pupils’ attainment.2 

 

Considering their prominence in the modern era, it is perhaps surprising that written exams 

are a relatively recent invention by historical standards. The first known written assessments 

are generally agreed to be the Imperial Chinese examinations, starting in the year AD 606.3 

These offered entry to a well-paid and highly-esteemed career in the Civil Service and were 

entirely meritocratic, with no restrictions on who could enter or how many times the exams 

could be sat.4 The most demanding component (the ‘jinshi’ degree) tested examinee’s 

knowledge of the Confucian classics, history, proficiency in compiling official documents, 

inscriptions, discursive treatises, memorials, and poems and rhapsodies.5 Meanwhile, 

examinations in Europe in the early Middle Ages generally involved little more than learning 

and reciting religious texts along with simple questions-and-answers.6 As the first European 

universities were established in Paris, Bologna and elsewhere, examinations began to 

incorporate other methods such as delivering lectures and taking part in public ‘disputations’ 

– a precursor to the modern viva.7 The disputation has been described as the ‘high mark’ of 

medieval education. It normally involved one of the ‘masters’ posing a theorem or problem, 

after which one student (who was being examined) would defend the idea while others (either 

masters or students) could oppose them. Such was the intensity, depth and scrutiny generated 

by a disputation, they could last an entire day.8 
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By the 1600s, all examinations at Cambridge and Oxford Universities were still oral 

assessments (in Latin) where candidates were challenged in public by senior university staff. 

However, by 1700 some students were faced with written examinations that were intended to 

‘weigh and compare the suitable merits of the young men with suitable deliberation’.9 Trinity 

College, Cambridge, is thought to have created the first written examination in Europe in 

1702,10 marking the start of a concerted movement away from oral assessments. By 1722, 

questions at Cambridge were being dictated to students for written answers. From 1790, some 

exam papers were printed and students could take the papers away to complete them. By 

1828, all papers were printed and examiners had only limited opportunity to conduct oral 

assessments. Oxford University followed suit by introducing written exams in the 1820s, 

although their institutional focus on theology and classics (as opposed to Cambridge’s focus 

on mathematics and science) continued to draw on oral assessments to some extent.11 

 

There were three driving forces behind this shift towards written examinations. First, as 

Oxford and Cambridge began to expand, there was less space and time available for 

disputations and other oral assessments. Second, written tests were a private and silent way 

of examining a larger number of students, in contrast to the public and verbal disputations 

that preceded them. Third, the shift reflected the desire to rank students rather than simply 

place them into broad categories of performance.12 The landmark report on school 

examinations by former MP Arthur Herbert Dyke Acland in 1911 (the ‘Acland Report’) 

underscored the significance of these changes. Acland stated that “examinations began as a 

method of testing the efficiency of a candidate for the practice of some profession or for 

admission to some learned society”, but in the 18th century “examinations took on a new 

function, namely, the distinguishing between candidates for academic distinction according 

to their different degrees of intellectual merit”.13  

 

This desire to rank students soon became more consequential, as many scholarships and other 

university distinctions and opportunities were available only to the top-performing students. 

In this competitive environment, low-achieving university students could hide their shame 

by taking a ‘pass’, in which case they were not ranked and their names were not made public. 

To illustrate what was available to those who embraced the new preoccupation with ranking, 

participants in the revered ‘Mathematical Tripos’ at Cambridge University were faced with 

16 papers spread over eight days, giving them 44.5 hours to answer 211 questions with a total 

possible mark of 17,000.14 Until 1910, Tripos participants were ranked according to 

achievement – the best being honoured with the title of ‘Senior Wrangler’, and the lowest 

receiving a title that was intended to resemble a man-sized attribute: a ‘Wooden Spoon’.15 

 

Throughout the 19th century written exams became commonplace across a variety of careers 

and occupations, taking a central role in medicine, pharmacy, veterinary science, chemistry, 

engineering, the army and the navy and the legal profession.16 In 1870, written examinations 
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were introduced into the Civil Service to promote free competition for places as “a remedy for 

the system of patronage and jobbery under which nearly all the posts in the service of the State 

had previously been allotted”17 (similar to the aim of written exams in Imperial China). It was 

around this time that Oxford and Cambridge both established examinations for young people 

under the age of 18, with the first sat in 1858.18 In 1870, the newly-established Headmasters’ 

Conference wanted the Government to create a system of ‘leaving examinations’ for school 

pupils, but in the end they invited Oxford and Cambridge to join forces – leading to the Oxford 

and Cambridge Schools Examination Board in 1873.19 In the following decades, numerous 

universities such as Leeds, London, Sheffield, Manchester and Liverpool began to use their 

matriculation (entry) examinations as school-leaving exams as well.20 

 

By the time the Acland Report on school examinations was published in 1911, the situation 

had become rather chaotic. Many universities as well as professional and commercial bodies 

were producing and conducting their own examinations for pupils of different ages to 

determine their suitability for certain courses and occupations. These organisations did not 

ordinarily recognise each other’s examinations as ‘equivalent’ and often refused to accept 

them as sufficient preparation for their own institution. The Acland Report had “no hesitation 

…in stating our conviction that external examinations are not only necessary but desirable in 

secondary schools”,21 although it demanded that the “existing multiplicity of external 

examinations (including those of universities, and professional and other bodies) …should be 

reduced by concerted action.”22 As a result, the ‘Secondary School Certificate Examination’ 

was rolled out by the government in 1917, 23 which mainly consisted of written tests in various 

subjects but also included practical and oral elements where appropriate.24 Those who chose 

to stay on until age 18/19 took the ‘Secondary School Higher Certificate Examination’, which 

was “not only for those who are proceeding from school to the university, but also for those 

who are intending to follow a professional or commercial career after leaving school.”25 

 

These assessments remained in place until 1951 when the General Certificate of Education 

(GCE) was introduced. GCE exams were available at Ordinary Level (O-level; equivalent to 

the Secondary School Certificate) and Advanced Level (A-level; equivalent to the Secondary 

School Higher Certificate). Unlike the Secondary School Certificate Examination that required 

pupils to pass a group of subjects, the GCE system allowed them to sit and pass individual 

subjects.26 The GCE was explicitly aimed at high-ability pupils in private and grammar 

schools, meaning that most pupils at secondary moderns ended up leaving school without 

any recognised qualifications. In response, the Certificate of Secondary Education (CSE) was 

introduced in 1965 to provide a set of qualifications that were distinct from O-levels by 

covering both academic and vocational subjects, incorporating teacher-assessed components 

alongside written examinations and having exam questions that were typically shorter and 

more structured than O-Level papers.27 The CSE struggled to gain credibility among 

policymakers, parents and employers28 and the raising of the school leaving age to 16 in 197229 
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ensured that O-levels became the main qualification within secondary education. O-levels and 

CSEs were subsequently swept away in 1986 by the creation of the General Certificate of 

Secondary Education (GCSE) for 16-year-olds, who could then leave school or progress onto 

A-levels or equivalent courses. 

 

Fast forward to the present day and, while written exams are certainly not universally loved, 

they have become central to the operation of two prominent elements of education in England: 

the high-stakes accountability system for schools and the competitive application process for 

university entrance. As with written exams themselves, both elements have their critics. Even 

so, the school accountability system and competitive university applications are likely to 

remain in place for the foreseeable future, which is why this report positions its research and 

analysis firmly within a high-stakes environment. Consequently, the underlying focus of this 

report will be on summative (final) national assessments in the later years of secondary 

education – most prominently at age 18. Given the high stakes attached to the outcome of 

these assessments, there would need to be a compelling case for switching away from written 

exams to other forms of assessment because ultimately it is the learner who loses out if their 

formal assessments produce less accurate or trustworthy judgements on their ability. What’s 

more, employers and universities need to have confidence in the results of national 

assessments that feed into their application processes to ensure that they can select the most 

suitable (although not necessarily the highest performing) candidates. 

 

This report opens with a consideration of the benefits and drawbacks of written examinations. 

Following this, a wide range of alternative assessment methods will be explored to 

understand where they may (or may not) be able to add value in a high-stakes system. To 

determine each assessment method’s potential value, a detailed analysis will be conducted of 

the most important messages emanating from academic studies, research reports and other 

independent sources of evidence. Throughout this analysis, the respective merits of each 

alternative to written exams will be investigated in relation to the following five attributes:  

1. VALIDITY: the extent to which the assessment method measures what it claims or 

intends to measure; 

2. RELIABILITY: the extent to which the level of performance recorded by an assessment 

is consistent from one use of the test to the next (this is normally reported on a scale of 

0 (no consistency) to 1 (perfect consistency)); 

3. REAL-WORLD APPLICABILITY: whether the assessment method requires students 

to demonstrate the same competencies, knowledge, skills and aptitudes that they 

would need to apply in a real-world or professional setting; 
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4. PRACTICALITY: the extent to which the assessment method is viable on a large - 

potentially national - scale when judging the performance of thousands of students 

(e.g. cost of delivery; workload burdens on teachers). 

5. CREDIBILITY: whether the assessment method produces a judgement on a student’s 

performance that can be trusted by others (e.g. employers and universities). 

 

After discussing the various alternatives to written exams, this report will put forward a set 

of proposals for how summative assessment in secondary education could be reformed within 

a high-stakes environment. It is therefore hoped that this report makes a valuable contribution 

to the debate over the future of assessment in England.  
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2. The benefits and drawbacks of written examinations 
 

 

As will be described throughout this report, every method of assessment in mainstream 

education involves some form of trade-offs, and written exams are no exception. 

Consequently, this chapter will briefly explore the main reasons why written examinations 

are cherished by many educators before describing some common criticisms levelled at them. 

 

 

Benefits of written examinations 
 

• A direct test of knowledge: the most frequently cited strength of written exams is that 

they offer a direct assessment of a student’s knowledge on any subject or topic as well as 

their ability to express said knowledge in a comprehensible manner. As the Acland Report 

in 1911 put it, written exams make students “work up to time by requiring him to reach a 

stated degree of knowledge by a fixed date” and “incite him to get his knowledge into 

reproducible form and to lessen the risk of vagueness”.30   

• Objectivity: the widespread use of anonymous marking for formal written examinations 

ensures that they avoid the potential for subjective judgements when the assessor knows 

the student being assessed. This perceived objectivity is one of the main reasons why 

written exams are used for academic selection (e.g. university entrance) and have been 

adopted by many professions and occupations to remove the influence of patronage and 

personal connections when allocating jobs and opportunities.  

• Standardisation: although written exams vary in their content and structure, they are 

typically standardised assessments i.e. all those taking the assessment receive the same 

questions under the same conditions (e.g. a silent hall) and are theoretically judged by 

markers in a consistent manner. This tends to improve the validity of the test as a direct 

measurement of performance and it also improves the reliability (consistency) of scoring, 

giving governments, pupils and parents more confidence that students would be likely to 

achieve an identical or very similar mark or grade if they sat the test again. 

• Supporting comparisons: written exams normally produce a raw score that can be used 

to place students in rank order as well as assign them a numerical or letter grade. The 

Acland Report recognised that this allows a student to measure their attainment “(i) by 

the standard required by outside examiners, (ii) by comparison with the attainments of 

his fellow pupils, and (iii) by comparison with the attainments of his contemporaries in 

other schools.”31 The ranking of cohorts of students also allows universities and employers 

to make inferences about a student’s current and future capabilities. Meanwhile, the scores 

for entire cohorts allow governments to monitor results within institutions, between 

institutions and across a whole country in a manner that other assessment methods 
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struggle to match – particularly the ability to monitor standards in schools and colleges 

over time as part of the accountability system. 

• Motivating students: because written exams provide a direct assessment of a student’s 

knowledge and understanding, they can provide a source of motivation by focusing 

students’ efforts on a specific goal. This should theoretically provide an incentive for 

students to study harder, while the exam setting itself may also test a student’s ability to 

work under pressure.  

• Clearly articulated standards and content: unlike some other forms of assessment that 

allow candidates to choose their own topic or material, written exams are normally based 

on an agreed curriculum or programme that sets out the depth of knowledge and 

understanding that students must reach depending on their age and the subject in 

question. This articulation of standards and content tends to support the validity and 

reliability of written exams as a measure of how much learning has taken place (which is 

valuable for teachers) as well as supporting fairer comparisons in terms of what students 

have achieved. 

• Relatively low-cost: the lower cost of written exams gives them a considerable advantage 

over other forms of assessment throughout primary, secondary and tertiary education. 

When assessing hundreds, if not hundreds of thousands of students in a short timeframe, 

many other assessment methods would not be able to offer a reasonable level of validity 

and reliability without requiring a prohibitively high level of financial investment.  
 

 

Drawbacks of written examinations 
 

• Focus on knowledge recall and rote learning: the Acland Report was concerned that 

written exams risked “favouring a somewhat passive type of mind” by “rewarding 

evanescent forms of knowledge.” In addition, a focus on knowledge recall encourages 

students to aim for “absorbing information imparted to him by the teacher”, which may 

result in “setting a premium on the power of merely reproducing other people's ideas”.32  

• Artificial testing conditions: few occupations and careers require individuals to 

demonstrate their knowledge in silent written assessments conducted over a few hours, 

even if they may need to pass exams as part of their training. In other words, written exams 

do not reflect the real world because they are completed in an artificial environment that 

does not relate to how learners will use their knowledge and understanding in Higher 

Education or a professional context. 

• Missing wider skills and aptitudes: a common complaint from employers is that the 

examination system does not give students the skills they need to thrive in the workplace. 

The recent Employer Skills Survey by the DfE found that a ‘lack of the required soft / 

personal skills or competencies (e.g. problem solving, communication or [teamwork])’ 



 14 

 

was one of the most frequently absent skills among education leavers.33 Written exams can 

struggle to credibly assess these wider skills, unlike the broader emphasis on Knowledge, 

Skills and Behaviours that form the basis of apprenticeships in England.34 

• Demotivating effects: while some students may be motivated by written exams, others 

claim they are stressful and even detrimental to their mental health.35 Students who are 

adversely affected by exams may not perform at their full potential – thereby reducing the 

validity of the exam as a measure of performance. That said, it is hard to calculate how 

many students may be affected in this manner (or in which subjects / disciplines), and both 

anxiety and stress could potentially be reduced by the actions of students and teachers in 

many cases.  

• Teaching to the test: teachers ‘drilling’ their pupils in the subject material on which they 

will be assessed, along with devoting a large proportion of time to test preparation, exam 

techniques and even question-spotting, can reduce the validity of written exams. For 

example, as far back as 2008 a parliamentary committee received “substantial evidence 

that teaching to the test …is widespread”36 while Ofsted, the school inspectorate, has 

found that the curriculum can be narrowed to the point where teachers and students are 

only willing to put effort into learning content that is likely to appear in an exam.37  

 

It is clear, then, that written exams in schools and colleges offer many benefits for students, 

government ministers, parents, universities and employers, particularly their standardised 

nature and objectivity. Even so, they are no panacea from an assessment perspective. The most 

obvious trade-off with written exams is that they tend to prioritise standardisation, 

impartiality and improving reliability at the expense of reflecting the ‘real world’ and 

supporting wider skills development in a credible manner. What’s more, research from the 

exam regulator Ofqual has shown that written exams can still produce inconsistent grading 

in some subjects,38 further emphasising how written exams – like every other assessment 

method – have their imperfections. Nevertheless, within the context of a high-stakes 

assessment system, written exams have set a relatively high bar for the trustworthiness of the 

final grades awarded to students. The question for the various alternatives to written exams 

discussed in the remainder of this report is therefore as follows: to what extent could they 

offer as much assurance as the grades achieved in written exams while addressing some of 

the weaknesses associated with written exams?  
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3. Coursework and controlled assessments 
 

 

Calls for an increased focus on coursework have come from different parts of the political 

spectrum. Former Conservative Education Secretary Lord Baker has called for GCSEs to be 

replaced by a mixture of exams and coursework,39 while former Labour Education Secretary 

David Blunkett has expressed his desire to measure “continuous learning” rather than relying 

on end-point exams.40 A YouGov poll had previously found that 64 per cent of the public were 

in favour of dividing marks between coursework and final exams, with only 28 per cent in 

favour of marks being based solely on final exams.41 However, critics have argued that 

“replacing exams with coursework just creates a new kind of unfairness”42 and that previously 

teachers and pupils found coursework “stressful and burdensome”.43 To investigate these 

respective arguments, this chapter will explore the history of coursework in England in recent 

decades.  

 

 

The early challenges facing GCSE coursework  

 

In 1988 when GCSEs were initially introduced, assessment in almost all subjects consisted of 

a combination of written exams and coursework. Coursework was used to assess skills that 

were difficult to evaluate accurately through written exams such as carrying out practical 

experiments, creative performances and writing extended essays.44 As a result, coursework 

aimed to give students the opportunity to work at their own pace and take responsibility for 

their learning as well as studying a topic in depth. Teachers were also able to set specific tasks 

that suited the level and interest of individual students.45 Some coursework was done outside 

of school hours, while some was done under supervision in school. Exam boards had 

moderation processes in place to check teachers were applying the mark scheme for 

coursework tasks appropriately and consistently.46  

 

Even so, the use of coursework was not universally supported. Wariness about its use arose 

when one English GCSE was assessed entirely through coursework and became so popular 

that most 16-year-olds were taking it.47 Just three years after the first GCSEs were introduced, 

then Prime Minister John Major gave a speech acknowledging concerns regarding the reliance 

on coursework: 

 

“…[there is] suspicion that standards are at risk. It is clear that there is now far too much 

coursework, project work and teacher assessment in GCSE. The remedy surely lies in 

getting GCSE back to being an externally assessed exam which is predominantly 

written.”48  
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He went on to propose that a maximum of 20 per cent of marks should be obtainable from 

coursework. Following the speech, lower limits were indeed introduced although they were 

generally not as low as 20 per cent except for subjects like mathematics and religious studies, 

with subjects like English and art maintaining a higher weighting at 40 per cent and 60 per 

cent respectively.49  

 

By the early 2000s, further questions over the credibility of coursework were being voiced in 

terms of marking reliability, the authenticity of pupils’ work, teaching practices and the 

impact of coursework on teaching time.50 Media reports at the time included claims that some 

teachers were “routinely writing the coursework” for their GCSE pupils or getting pupils to 

copy their work (sometimes under pressure from senior leaders at their school).51 As a result, 

the Qualifications and Curriculum Authority (QCA) carried out a review of GCSE coursework 

arrangements in 2005. They concluded that the benefits of coursework outweighed the 

drawbacks but identified some ways coursework could be improved including better 

guidance for teachers on setting coursework tasks, clearer guidelines on the limits of 

‘permitted help’ and advice from teachers and parents, and more checks by exam boards on 

schools’ internal standardisation of marks. 52 

 

 

The move towards controlled assessment 

 

In 2006, the QCA announced that while subjects such as art and PE would continue using 

coursework, there would be a movement towards new “controlled assessments” for subjects 

such as English literature, geography and history:53  

 

“Controlled assessments will be taken under supervised conditions and will either be set 

by the awarding body and marked by teachers or set by teachers and marked by the 

awarding body. Controlled assessments may involve different parameters from those used 

in traditional writing examinations. They may, for example, allow access to sources such 

as the internet but under supervision.” 

 

Following an independent report in 2007 by Dr Ian Colwill (commissioned by the QCA), more 

changes were introduced for the new GCSEs to be first taught in 2009. These included 

predetermined levels of control / supervision (limited, medium and high) applied at three 

stages: task setting, task taking and task marking. At each stage, the QCA aimed “to set the 

level of control as high as possible, to ensure the authenticity of students’ work, while also 

attempting to make the assessments manageable in practical terms.”54   

 

In 2011 the newly established exam regulator Ofqual (which took over the QCA’s regulatory 

functions) commissioned a survey to review teachers’ experiences of controlled assessment.55 
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The survey found that, in general, the principles of controlled assessment were “well 

received” and that respondents were broadly supportive of the idea. Most teachers felt 

controlled assessment guarded against malpractice, provided a fair assessment of 

performance and assessed a broad range of skills.56 However, there were several limitations 

including its implementation being more problematic in some subjects, concerns about the 

impact on teaching and learning time, and guidance for schools being ambiguous. Although 

teachers were largely positive about controlled assessment, it was clear that there were still 

“deep-seated concerns”.57  

 

In light of these limitations and a marking debacle in GCSE English in 2012,58 Ofqual launched 

a comprehensive review of controlled assessments in 2013 that coincided with the Coalition 

Government’s wider reforms to GCSE and A-levels.59 The review uncovered five major 

issues:60  

 

1. “Many GCSE subjects include subject-specific elements that cannot be effectively 

assessed through written exams, but in reality the need for higher levels of control means 

that this is not always what is assessed by the current controlled assessment.”  

 

This was a particular problem in geography as many schools were completing fieldwork 

exercises in a single day. In addition, Ofqual found that “the freedom to choose, plan, research 

and write up their work allowed too many opportunities for plagiarism, writing frames and 

too much teacher input”.61  

 

2. “In some respects, controlled assessment has proved to be a better form of internal 

assessment than coursework, but the tighter controls have led to greater inconsistency 

in the way controls are implemented and the way work is carried out.”  

 

Ofqual’s survey found that many teachers felt there was scope for schools to “interpret the 

guidance differently”, meaning that students were still not on a “level playing field”.62 

 

3. “Controlled assessment presents practical difficulties for schools to manage and has had 

a negative impact on a number of aspects of teaching and learning.”  

 

Ofqual found that controlled assessment was “not seen as an assessment that can be relied on 

to produce a fair representation of what students can do” and was instead “often treated as a 

hurdle that must be cleared”.63 73 per cent of teachers felt that controlled assessment was not 

encouraging breadth and depth in teaching64 and teachers also told Ofqual that it generated 

significant burdens, particularly for subjects with written controlled assessments or controlled 

assessment worth 60 per cent of the marks.65 On a related note, teachers felt that they were 

being put “in a difficult, sometimes stressful, position when marking controlled assessment 
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work” as they knew that “their own performance and that of the school will be judged” by 

the results.66 

 

4. “In some subjects there is very little to distinguish between the controlled assessment 

task and the exam.”  

 

The introduction of additional controls relative to coursework brought controlled assessment 

“much closer to a written exam”,67 with students completing their work in a supervised 

classroom environment not unlike the exam hall. In art and design, controlled assessments 

were essentially being used as “an opportunity to practice for the exam”68 rather than 

demonstrating different skills.  

 

5. “Controlled assessment does not generally differentiate well between students of different 

abilities.”  

 

As with coursework before it, a “bunching” of marks towards the higher end of available 

marks was found with controlled assessments. Data from GCSE geography and French 

showed that students tended to score more highly in controlled assessments than in the 

exam.69 72 per cent of respondents to Ofqual’s call for evidence felt controlled assessment was 

not stretching and challenging students, while also not being appropriate for the less able.70   

 

 

The move towards ‘non-exam assessment’ 

 

The difficulties with controlled assessment led Ofqual to propose a set of principles for what 

they now called “non-exam assessment” (NEA) – which, as the name suggests, refers to any 

assessment that is not sat under standard exam conditions (e.g. taken simultaneously by all 

candidates) and therefore includes coursework, portfolios and performances. Ofqual’s 

principles for NEA were as follows:71  
 

• Non-exam assessment should only be used when it is the only valid way to 

assess essential elements of the subject; 

• Non-exam assessment must strike a balance between valid assessment of 

essential knowledge and skills, sound assessment practice and manageability;  

• Any non-exam assessment arrangements should be designed to fit the 

requirements of the particular subject including the relative weighting of written 

exams and other components assigned to it; and 

• Non-exam assessment should be designed so that the qualification is not easily 

distorted by external pressures from the wider system. 
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Ofqual also added two caveats to these principles. Firstly, where NEA was to be used, Ofqual 

would specify the weighting, assessment objectives and focus of the assessment to ensure 

comparability between exam boards. For example, GCSE music has a 60 per cent weighting 

that must be equally split between composition and performance. Secondly, where NEA was 

the most valid form of assessment but its accuracy could potentially compromise the fairness 

of the exam result, then the outcome may be separated from the exam itself.72  

 

Ofqual’s principles led to a reduction in NEA in GCSEs. English, maths, the sciences, 

geography and history no longer have any NEA, while other subjects such as physical 

education and design and technology had the weighting of NEA reduced by 10 to 20 

percentage points. Language GCSEs such as French, German and Spanish had their weighting 

reduced from 60 per cent to 25 per cent. In contrast, art and design GCSE continued to use 100 

per cent NEA to reflect the nature of the subject and the validity of this type of assessment.73   

 

In addition to the overall reduction in the amount of NEA within GCSEs, Ofqual made 

additional changes to two specific subjects in an attempt to improve validity. In GCSE English 

language, the marks from the spoken language aspect of assessment would not count toward 

pupil’s overall grade, but would be reported separately from the written exam on a three-

point scale.74 For GCSE science, pupils would only be assessed by exam but at least 15 per cent 

of the total marks available were related to demonstrating understanding of scientific 

experimentation, and both pupils and schools have to keep records of their practical work.75  

 

When Ofqual’s NEA principles were applied to A-levels, fewer changes were required. Many 

subjects were left unchanged, with art and design remaining at 100 per cent NEA while 

subjects such as psychology and history continue to have none. Some subjects like English 

literature, English language and drama saw small reductions in their NEA weighting of up to 

20 per cent76 while geography saw the introduction of 20 per cent NEA in the form of 

fieldwork to reflect its importance within the subject.77 Although for science subjects the NEA 

was reduced from 20 per cent to zero, students would instead carry out practical work and 

receive a ‘pass’ or ‘fail’ grade for this work that is separate to their written exam grade.  

 

Ofqual’s decision to remove practical work from a student’s final science grade was a direct 

response to the “increasing number of allegations of malpractice in the conduct of these 

assessments” as well as concerns around the marking of practical work that had resulted in 

students doing “much better in them than in their exams”. Moreover, the marks awarded for 

practical work had failed to “discriminate well between students” – a longstanding problem 

with coursework – while exam boards had no “verifiable evidence” of students’ practical skills 

and could therefore not moderate teachers’ marking effectively.78 Although practical work 

would no longer contribute towards a student’s final grade, their written exam could include 

questions related to the context of practical activities – as seen in GCSE science exams.79  



 20 

 

This desire to require practical work but not include a student’s performance in this work 

within their final grade is an example of how assessment can potentially be used to improve 

young people’s skills without interfering with the validity or reliability of the assessment 

process. A recent study by Ofqual compared the ‘hands-on’ practical skills of university 

students, some of whom had completed A-level science subjects when practical skills were 

still part of a student’s final grade and some of whom had completed the reformed A-levels 

without graded practical experiments. No statistical difference was found between the 

practical skills demonstrated by the two groups of students in chemistry or physics, while the 

students who took the reformed A-levels actually outperformed their peers in biology.80 

Although this research only included those students who went on to study science at 

university,81 it provides some cause for optimism that there has not been a decline in the skills 

of A-level science students since practical experiments were removed from their overall grade. 

 

Although the recent decisions by Ofqual regarding the level of permissible NEA have 

protected some element of ‘coursework’ in several subjects, the overall pattern of significant 

reductions in coursework is a clear indication of the demise in its credibility as an assessment 

tool. Despite numerous attempts by policymakers and regulators over the last two decades to 

ensure that the grades awarded for coursework and similar activities were valid and reliable, 

the evidence strongly suggests that such assessments struggle to withstand the pressure of a 

high-stakes system. Countless (and well-intentioned) rules and regulations were brought in 

over many years to manage how coursework and controlled assessments were delivered, but 

this seemed to cause more confusion and complications for teachers, not less, without offering 

much protection against malpractice. As a result, Ofqual’s current principles for the use of 

NEA appear sensible given that any coursework-style activity which does not meet these 

principles has repeatedly failed to provide the necessary reassurance to pupils, parents and 

policymakers over the trustworthiness of the final grades awarded. 

 

As if the previous problems with malpractice were not enough to restrict the use of 

coursework in the present day, new artificial intelligence (AI) tools such as ChatGPT and other 

chatbots can theoretically produce entire essays and projects with minimal input (if any) from 

a student. The credibility of the final grades awarded for any work produced independently 

by students is now undeniably threatened by the inability of assessors to confirm whether a 

student was in fact the sole author of a piece of work. Although this was a potential issue 

before the rise of chatbots (e.g. a student purchasing an essay from the internet or receiving 

assistance from a family member), the situation has become demonstrably worse in a very 

short timeframe.  

 

Some schools have already opted to scrap homework amid fears that chatbots could be used 

to cheat on these tasks as well as formal exams,82 while some leading universities around the 

world have elected to ban the use of ChatGPT altogether.83 Ofqual’s chief regulator Dr Jo 
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Saxton also recently stated that if she was a school leader she would make students do 

coursework under exam conditions to reduce the likelihood of cheating (reviving talk of 

controlled assessments), adding that ChatGPT “reinforces the importance” of exams that 

“have stood the test of time so well”.84 Although new guidance has been produced by exam 

boards to address concerns related to the use of AI tools, there is no doubt that malpractice 

would rapidly become widespread if a greater proportion of a student’s grade was allocated 

to tasks that are completed outside of a controlled exam setting. 
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4. Teacher assessment 
 

 

Many of the problems discussed in relation to coursework and controlled assessment in the 

previous chapter stem from the fact that they are typically marked by a pupil’s own teacher, 

albeit with external moderation processes used in certain contexts. Perhaps the most extreme 

example of ‘teacher assessment’ came during the COVID-19 pandemic, when teachers were 

asked on two separate occasions to determine their pupils’ grades with minimal oversight 

from an external body. This chapter will explore the impact of this natural experiment with 

teachers awarding grades to their own pupils. 

 

 

Teacher-assessed grades during the pandemic 

 

In March 2020, the Government made the “difficult” decision to cancel all exams due to take 

place in schools and colleges in England that summer.85 Ofqual was subsequently tasked with 

developing a process to provide a calculated grade for each student reflecting their 

performance “as fairly as possible”.86 Teachers would be required “to submit judgements 

about the grade that they believe students would have received if exams had gone ahead”,87 

as well as ranking their pupils within each grade for each subject. This information would be 

combined by exam boards with other relevant data including pupils’ prior attainment, and 

the calculated grade would then be produced. A similar approach was proposed for 

vocational and technical qualifications, although qualifications that were used to signal 

occupational competencies had to be adapted or delayed.  

 

A-level results day in August 2020 saw a significant backlash against Ofqual’s 

‘standardisation’ model, as 36 per cent of grades submitted by teachers were lowered by one 

full grade and 3 per cent were lowered by two grades following the moderation process.88 

Four days later in what was described as “a spectacular U-turn”,89 the Government scrapped 

the standardisation model – described by the then Prime Minister as a “mutant algorithm”90 

– for both A-level and GCSE results. This meant that the vast majority of students ended up 

receiving the grades their teachers had originally assigned to them (unless the algorithm had 

generated a higher grade for students, in which case they received whichever grade was 

highest).  

 

As a result of the moderation process being abandoned and teachers’ original grades standing 

in many cases, a dramatic increase in the top A level grades was clearly evident. The 

proportion of A* grades nearly doubled from 7.7 per cent to 14.3 per cent, and the proportion 

of A grades rose from 25.2 per cent to 38.1 per cent. In addition, C grades increased from 75.5 

per cent to 87.5 per cent.91 When GCSEs results were released two days later, a similar pattern 
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emerged. In 2019, 69.9 per cent of papers were rated grade 4 (previously grade C) or above 

but this rose to 78.8 per cent in 2020. The proportion of top grade 9s increased from 4.5 per 

cent to 6.3 per cent, while grade 7s (equivalent to an old A grade) or above rose from 20.6 to 

25.9 per cent.92 Unsurprisingly, the Government was keen to avoid another policy u-turn the 

following summer, particularly with the ongoing uncertainty about the COVID pandemic. As 

a result, they announced in January 2021 that summer exams would be scrapped for a second 

year running. The Government elaborated on their plans in February that year:  

 

“For GCSEs, AS and A levels, teachers will assess the standard at which you are 

performing based only on what you have been taught so that your school or college can 

determine your grade. Teachers’ judgements should be based on a range of evidence 

relating to the subject content that your teachers have delivered, either in the classroom or 

via remote learning. Teachers will be able to use evidence about your performance gathered 

throughout your course to inform their judgement. This might include work that you have 

already completed, mock exam results, homework or in-class tests. Your teachers may also 

use questions from exam boards, largely based on past papers, to help assess you, but this 

won’t be compulsory.”93  

 

Teachers were essentially asked to assess the standard pupils were working at, rather than the 

previous year’s approach where they had to predict how well pupils might have done if they 

had taken the exam. There was to be no algorithm in 2021, although the Government 

announced that “exam boards will put in place quality assurance arrangements to make sure 

consistent judgements are being made”,94 with headteachers or principals signing off all 

grades. As shown in Figure 1 (overleaf), when the 2021 A-level results day arrived it was clear 

that grades had once again risen from 2020 to 2021, with both 2020 and 2021 representing a 

dramatic increase from pre-pandemic levels. When GCSE results were released, a similar 

albeit less dramatic increase was evident. The proportion of grade 7s and above had risen 

from 27.5 per cent in 2020 to 30.0 per cent in 2021. The proportion of grade 4s and above also 

rose to 79.1 per cent from 78.8 per cent in the previous year.95  

 

Ofqual’s interim chief regulator Simon Lebus said he was “comfortable” with the 2021 results, 

with teachers having been in the “best position” to make judgements given the 

circumstances.96 Even so, a subsequent survey by Ofqual of 3,000 stakeholders (including 

students, school and college leaders, teachers, parents and the general public) found that just 

34 per cent of respondents had confidence in the reliability of A-level grades in 2021 compared 

to 72 per cent who reported having confidence in pre-pandemic grades. Meanwhile, 

confidence in the reliability of GCSE grades was 39 per cent in 2021 compared to 69 per cent 

before the pandemic.97 
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Figure 1: Percentage of students awarded different A-level grades 98 

 
 

In addition, concerns emerged that some students had benefitted more from teacher-assessed 

grades than others, with over 70 per cent of all A-level grades from private schools in England 

being awarded an A grade or higher compared to 60.8 per cent in 2020 and 44 per cent in 2019 

when exams had last taken place. Figure 2 shows that although all school types saw an 

increase in the cumulative percentage of A grades awarded, independent schools saw the 

highest increase. 

 

Figure 2: Cumulative percentage of A grades or above awarded by different 

types of providers 99 
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GCSE grades followed a broadly equivalent pattern to A-levels. Overall, the cumulative 

percentage of grade 7s or above rose for comprehensive schools, academies, free schools and 

secondary selective schools by between 7.7 per cent and 10.5 per cent, but independent schools 

saw an increase of 14.6 per cent. Independent schools also saw a greater percentage point 

increase than secondary selective schools, despite secondary selective schools having a higher 

percentage of grade 7s or above in 2019 (57.9 per cent vs 46.6 per cent).100 These large (and 

growing) performance gaps did not go unnoticed, with exam boards subsequently 

investigating allegations of malpractice in independent schools relating to teacher-assessed 

grades.101  

 

 

Concerns over widening disparities between students 

 

Not only were there gaps in attainment between types of schools during the pandemic, but 

there was also a widening of existing gaps based on demographic characteristics. Black pupils, 

pupils receiving free school meals (FSM) and pupils with a very high level of deprivation saw 

their performance relative to their reference groups (white pupils; non-FSM pupils; pupils 

with medium levels of deprivation) widen by 1.43, 1.42 and 1.39 percentage points 

respectively.102 Similarly, the longstanding GCSE attainment gaps between FSM pupils and 

pupils with special educational needs and disabilities (SEND) relative to their prior-

attainment-matched pupils widened by 2.27 and 2.00 respectively.103 In response to these 

results, the Sutton Trust said that the COVID-19 crisis had “compounded existing 

inequalities”104 and the Education Policy Institute said that the widening of the gaps for poor 

children and black children suggests that “this isn’t the system that we would want in its 

entirety in the future.”105 

 

The COVID-19 pandemic was clearly a period of considerable disruption and teachers were 

put under significant pressure when asked to award grades to their students.  That said, this 

was not the first time that disparities between students have arisen in the context of teacher-

assessed grades. Indeed, there is strong evidence that teacher assessments are likely to be less 

valid and reliable than external tests due to the potential sources of ‘bias’:  

• A 2016 meta-analysis on the existence of bias in grading students’ work in Australia 

found that “statistically significant” rates of bias “can occur… when graders are aware 

of irrelevant information about the students’” including their racial/ethnic 

background, ‘education-related deficiencies’ and poor prior performance.106 

• Burgess and Greaves (2009) found that teacher assessments “might be severely 

detrimental to the recorded achievements from poor families, and for children from 

some ethnic minorities”, while “external testing in some way protects pupils from 

typically low-attaining groups from subconscious assumptions.”107 
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• Using data for almost 5,000 pupils, research by Campbell (2015) “demonstrates biases 

in teachers’ average ratings of sample pupils’ reading and maths ‘ability and 

attainment’” which corresponded to key demographic characteristics such as income, 

gender, special educational needs and ethnicity.108 

• In a study of teacher bias in grading immigrants and native children in middle school, 

Alesina et al. (2018) found that teachers gave “lower grades to immigrant students 

compared to natives who have the same performance on standardized, blindly graded 

tests.”109  

• A study into teachers’ attitudes towards students with high- and low-educated parents 

found that teachers showed “positive implicit attitudes towards students with highly 

educated parents”, even though the teachers did not express different explicit (stated) 

beliefs regarding the learning and social behaviours of different students.110  

• Doyle et al. (2022) found that “teachers judged students of lower [socioeconomic 

status] to be inferior to students of higher SES across a range of indicators” in relation 

to the quality of their work and their future potential.111 

 

In light of concerns around the risk of bias in teacher assessments, a recent review by Ofqual 

found that the evidence on gender and ethnicity bias was mixed but the prospect of bias 

against pupils from disadvantaged backgrounds and pupils with SEND was much clearer.112 

These findings informed Ofqual’s guidance to teachers during the pandemic that included 

practical suggestions for how to mitigate the risk of bias, such as reminding teachers to base 

each judgement purely upon evidence of how well a student has performed rather than other 

factors - for example, their attitude or behaviour.113 It is unclear at this point how much of an 

effect such suggestions had in practice. 

 

On the wider issue of the credibility of teacher assessment, a government-commissioned 

review in 2011 of teacher assessments in primary schools recognised that there were risks 

“that judgements will not be made consistently by teachers across the country”.114 The review 

concluded that “the evidence… does not suggest to us that moderation would address the 

considerable risks around reliability of moving to a system based entirely on teacher 

assessment.”115 Also in 2011, a summary of research in the USA found that “teacher classroom 

summative assessment, that is, teacher grading practices, have historically and currently 

emphasised the lack of validity and reliability of these judgements.”116 More recently, the 2017 

Education Select Committee into primary school assessment in England “heard a wealth of 

evidence of the disadvantages of using teacher assessment within a high-stakes accountability 

system.”117 Tim Oates from Cambridge Assessment cautioned the Committee that “we have 

to be very realistic in terms of the level of dependability that we can yield from teacher 

assessment and whether it is always fair to expect teachers to assess with a level of consistency 

that we expect when we use the data for particular purposes.”118  
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Leaving aside the issues of reliability and cost associated with teacher assessment, there is also 

a substantial workload burden attached to it - as exemplified by numerous media reports 

during the pandemic of the excessive workload generated by using teacher assessment in a 

high-stakes environment. During this period, it was common to hear teachers highlighting the 

number of ‘late nights’ required to get through the necessary marking as well as feeling their 

workload had ‘gone through the roof’ and led to sheer exhaustion.119 What’s more, if teacher 

assessment were to be used more widely, it would generate a number of practical issues such 

as the time and investment required to provide sufficient additional training for teachers and 

leaders in every school and college. In other words, there would be significant hurdles to 

overcome before teacher assessment could be feasibly implemented even if it was ever 

deemed appropriate within a high-stakes setting.  
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5. Oral assessments 
 

 

An ‘oral assessment’ refers to “any assessment of student learning that is conducted, wholly 

or in part, by word of mouth.”120 There are many reasons for using oral assessments, including 

the opportunity to probe a student’s knowledge, letting a candidate demonstrate their 

knowledge in a more practical form and helping to ensure academic integrity.121 There are 

several options for how, why and when to use oral assessments:   

 

1. What is being assessed? Oral assessments typically measure one or more of the 

following: knowledge and understanding; problem solving (particularly in novel 

situations); communication skills; and personal qualities such as confidence and 

professionalism.122 

2. How much interaction will there be? Oral assessments can allow for interaction 

between the examiner/s and the student, and sometimes others (e.g. peers),123 which 

can take different forms such as presentation or a dialogue.124  

3. How much does the assessment replicate ‘real life’? Oral assessments can seek to 

replicate a real life setting, such as OSCEs (Objective Structured Clinical Examinations) 

where nurses and other students of health professions are presented with ‘patients’ 

and discuss diagnoses and treatment plans with an examiner.125 Alternatively, the 

assessment can be removed from such settings (e.g. a ‘viva’ for a doctoral thesis).126  

4. How structured will the assessment be? Some oral assessments follow a closed 

structure (the examiner presents a pre-determined set of questions or events in a given 

order), whereas others follow an open structure with a looser agenda.127  

5. Who assesses it? There are many possible assessors including authority-based 

assessment (e.g. an architect being a member of ‘design jury’), peer assessment of a 

presentation or performance, and self-assessment (e.g. where students critically reflect 

on their own work and identify specific strengths and areas for improvement).128  

 

Although oral assessments are considered standard practice in many professional and Higher 

Education contexts, they do not feature heavily in school or college assessments apart from 

language studies (see next section). This contrasts with countries such as Germany, where the 

Abitur (the qualification granted at the end of secondary education) incorporates oral exams 

lasting 20 minutes to assess at least one ‘basic course’ (as opposed to their main three 

‘intensive courses’). These oral exams consist of two components: a presentation (responding 

to a topic that they are given 30 minutes in advance of the exam) followed by a wider 

discussion.129 In addition, an oral assessment can be used instead of a written exam to pass the 

Abitur if a student’s written exam performance was insufficient in one of their main subjects.130  
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Oral assessment in schools 

 

In England, assessments of oral skill are a central feature of modern foreign language 

qualifications. For example, GCSE French features an oral component worth 25 per cent of the 

qualification that assesses “communicating and interacting effectively in speech for a variety 

of purposes”.131 It consists of three sections: a role play (where students answer questions and 

convey information, as well as asking a question), a photo card (the teacher asks five 

prescribed questions, three of which will be printed on the student’s card) and general 

conversation that involves asking and answering questions and exchanging opinions. The oral 

assessment lasts between 7-9 minutes for foundation students and 10-12 minutes for higher 

tier students. It is conducted and audio-recorded by the student’s teacher but marked by an 

external examiner based on factors such as range and accuracy of language, pronunciation 

and intonation, spontaneity and fluency. 

 

Two frequently cited studies explored the differences in marks given by teachers and 

moderators in GCSE French oral exams. The results showed that teachers were typically more 

generous than external moderators by about 3 to 5 marks depending on the difficulty of the 

oral assessment (equivalent to around 0.5-1 grade higher).132 However, when teachers were 

asked to place candidates in rank order using the same marking criteria, they were nearly as 

effective as assistant examiners who mark conventional exam papers.133 A study of the oral 

proficiency of US high school students in French and Spanish also found a significant 

difference between the teachers’ chosen score for their students (mean 4.9) and the students’ 

score from independent testers (mean 3.4).134 Students with higher previous attainment were 

also overestimated by a greater amount, suggesting that teachers’ judgements can be biased 

by knowledge of students’ prior grades.135  

 

Another tranche of research explored the reliability and validity of oral assessments. One 

study asked 24 teachers to mark recorded conversations of 30 higher-tier GCSE French 

candidates on two occasions one month apart. On each occasion, teachers had to make three 

different judgements on students:  
 

A. A holistic judgement by allocating the student to one of four ‘bands’ using broad 

descriptors, and then selecting a high or low mark within the chosen band (creating a 

scoring range of 0 to 8 across the four bands);  

B. Give individual marks for three categories - content, accuracy and pronunciation - on 

a scale of 0 to 3 based on detailed marking criteria for each category;  

C. Give individual marks for three categories - fluency, range of vocabulary and 

complexity of structures - on a scale of 0 to 7 with no criteria or guidance. 
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Perhaps surprisingly, the approach that produced the poorest reliability between teachers was 

‘B’ (marking against detailed criteria), with correlations (on a scale of 0 to 1) between the two 

marking exercises of .68 for content, .49 for accuracy, .46 for pronunciation. Even when the 

three categories were aggregated, the correlation between teachers was just .64.136 In contrast, 

approach ‘C’ (marking on a scale with no criteria or guidance) produced correlations of .69 

for fluency, .70 for range of vocabulary and .64 for complexity of structures, with a higher 

overall correlation of .73.137 This increase in reliability in the absence of marking criteria 

occurred despite teachers who were interviewed after the experiment expressing serious 

reservations about ‘C’ precisely because of the lack of criteria. Another key finding was that 

approach ‘A’ (a holistic judgement of performance) produced a correlation of .69 between 

teachers, even though they only gave a single overall judgement about pupils’ performance 

during the assessment without any marking guidance or criteria.138 

 

The same study also compared the consistency of teachers in terms of their ranking of the 

students. After marking the same recordings on the two separate occasions, the consistency 

of the rankings by individual teachers ranged significantly from .93 to as little as .20.139 Despite 

the inconsistency between individual markers, there were still high levels of consistency in 

the rankings in some areas e.g. the ranking of the holistic judgements in ‘A’ had a correlation 

of .82 between the two occasions140 - providing another indication of teachers’ expertise in 

ranking rather than grading students.  

 

Oral assessments have previously been used more widely than in just language qualifications. 

For example, the Certificate of Achievement (CoA) was aimed at students aged 16 who were 

unlikely to achieve a grade in their GCSE exam (e.g. students with special educational needs). 

The CoA for Geography contained an oral assessment component alongside a written exam 

and coursework, which was described as “the first re-introduction of oral exams in schools 

(other than language exams) in Britain for 50 years.”141 The oral assessment was an audio-

recorded interview lasting approximately 10 minutes, during which a student’s teacher would 

ask set questions about resources from a booklet provided to the student in advance. A study 

in 1999 found that this oral exam had advantages over traditional written assessments, with 

teachers able to interact with students and prompt them to answer to the best of their ability.142 

Even so, the opportunity to prompt students decreased the reliability of the assessment as 

teachers were unable to be consistent with their prompts to different students.143 In addition, 

teachers often had a ‘right’ answer in mind that students struggled to reach, which had the 

potential to cause students to become disaffected.144  

 

Regardless, the researchers claimed that for students taking the CoA “the oral exam provides 

an opportunity for positive achievement which many of them may not find in traditional 

written exams” and “also allows us to gain a clearer idea of students’ understanding of a 

subject”.145 Similarly, Schoultz et al. (2001) found that students scored better in oral physics 
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and chemistry tests than written ones, with qualitative analysis showing that students often 

failed to interpret the written questions without guidance. The authors concluded that the 

ability to re-phrase the question in an oral setting allowed a genuine test of students’ 

conceptual understanding, thereby improving the validity of the test.146   

 

 

Oral assessment in higher education (‘viva voce examination’) 

 

A ‘viva’ is a compulsory element of being awarded a PhD in the United Kingdom, during 

which doctoral students are required to verbally defend their thesis in front of several internal 

and external examiners. The viva typically lasts for one to two hours, followed by a feedback 

session in which the examiners share the recommendation they have decided upon with the 

student (and their supervisor).147  

 

Despite their widespread use, the variation in practice between institutions is widely 

acknowledged and can be unnerving for examiners, particularly those with limited 

experience. Some institutions have tried to increase the transparency and fairness of vivas by, 

for example, requiring an ’independent chair’ whose role is to ensure ‘fair play’, requiring the 

viva to be digitally recorded to provide a clear record of events, and regulating the degree of 

existing relationships permissible between the proposed examiner and students.148 

Notwithstanding these attempts to improve transparency and fairness, the absence of a 

standardised approach across institutions makes some variation almost inevitable. In 

addition, there is variation in the perceived purpose of the viva (e.g. checking understanding 

to guard against malpractice in the thesis; clarifying problems or weaknesses in the thesis; 

deciding between borderline cases; testing a candidate’s presentation skills).149 Needless to 

say, examiners bringing their own interpretations of the purpose of the viva is likely to hinder 

its validity and potentially its reliability.  

 

Despite their significance within the education sector, vivas are largely under-researched as 

an assessment tool.150 Within the limited research that does exist, there are contrasting views 

about their value and reliability.151 A recent study of 27 academics at 16 UK universities 

highlighted numerous issues through questionnaires and semi-structured interviews: 
 

• Concerns about examiners’ behaviour or attitudes, such as viewing the viva as a ‘rite 

of passage’ potentially being more likely to approach it with a confrontational spirit;  

• Questions over whether the reliability of judgements, interpretation and subjectivity 

between examiners is due to “inconsistencies of approach”;  

• Doubts about whether cultural or emotional factors are taken into account by 

examiners e.g. a disinclination among some candidates to challenge authority figures; 
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• Uncertainty about the impact of ‘cognitive style’ on how a candidate is perceived by 

examiners e.g. a ‘slow thinker’ may not perform particularly well during the viva but 

may offer very perceptive observations if given sufficient time152  

 

Other studies have identified further aspects of vivas that can threaten their reliability and 

validity. Torke et al. (2010) stated that vivas are appealing due to their high ‘face validity’ 

(appearing to be an effective form of assessment), flexibility and potential to measure aspects 

of competence that are not tapped by written exams. Nevertheless, they are prone to errors 

such as ‘errors of contrast’ (judgements of a candidate being influenced by impressions of 

preceding candidates) and ‘halo effects’ (a judgement of one attribute influencing judgements 

of others).153 An example of a halo effect is that a relaxed, fairly eloquent but weak student 

may receive a better rating than their performance warrants compared to a knowledgeable 

student who has difficulty in expressing themselves.154 It has also been suggested that vivas 

create an intimidating atmosphere that may worsen any anxiety and nervousness that a 

student is experiencing.155 Knight et al. (2013) found that there can be high levels of anxiety 

but quoted other research that found no evidence that a viva was more stressful than other 

assessments.156 In any case, Mellanby et al. (2011) found that students with higher anxiety 

scores on a self-reported questionnaire obtained the best (first class) degrees.157 Overall, the 

evidence on viva-induced anxiety and its impact on performance is unclear.158 

 

 

Oral assessment in professional certification 

 

Oral assessment is frequently used for professional certification, and numerous studies have 

been conducted into how effective oral assessment is in a professional context. One common 

research topic is whether oral assessment alone is an effective indicator of attainment or 

whether it needs to be combined with other assessment methods (‘multi-modal assessment’). 

Nunnick et al. (2010) found a moderate correlation of .58 between the written exam results of 

45 senior trainees in intensive care medicine and their results from one of two ‘live’ assessment 

formats (either a simulation format or oral viva).159 They concluded that this supported the 

use of multimodal assessment,160 as it was unclear whether one mode is better at determining 

actual procedural competence or whether different modes of assessment assess different 

domains of performance.161 When Torke et al. (2010) assessed the performance of medical 

students in their physiology theory written exams and vivas, they too found no consistent 

relationship between performance across the two assessment methods.162   

 

Another area of research is the impact of a structured versus unstructured oral assessment. 

Mallick and Patel (2020) looked at medical students’ and examiners’ perceptions of structured 

versus unstructured vivas in biochemistry. The study found that many students felt a 

structured approach meant there would be less bias and it would induce less anxiety,163 with 
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85 per cent preferring this approach.164 Examiners also thought that a structured approach was 

fairer overall. Another study showed that by using a structured evaluation form for 

obstetrics/gynaecology students’ oral assessments during clinical training, the reliability of 

examiners’ marks increased from .48 to .67.165 This indicates that by adding structure to the 

marking process, the reliability of scoring can be improved.  

 

Similarly, Wass et al. (2003) found that the reliability of pass/fail decisions made by examiners 

for the oral component of the Royal College of General Practitioners’ (MRCGP) membership 

could be improved if the oral exams were extended by 20 minutes (covering 15 topics instead 

of 10) with two further examiners (six versus four).166 They concluded that the length of the 

oral exam and hence the breadth of topics covered had the greatest impact on its reliability. 

Wakeford et al. (1995) explored a range of errors that can occur in the MRCGP oral exam, 

including disagreements among examiners about grades, allowing first impressions to be 

overly influential and being influenced by a candidate’s appearance. They suggested that 

extensive training is required to avoid these problems, as well as carefully selecting and 

monitoring examiners, planning each oral exam as a whole and having contingency plans for 

challenging candidates e.g. those who are less talkative and require further prompting.167  

 

As noted earlier when discussing oral exams in schools, any use of prompts could undermine 

the reliability of the assessment given that examiners may use them in different ways for 

different students. This emphasises how, even in professional practice, these assessments still 

involve some trade-offs in terms of how they are designed and delivered (e.g. structured 

versus unstructured conversations; whether an examiner knows the candidate). Nevertheless, 

oral assessments have many commendable features – particularly in terms of building skills 

that written exams ignore (and are often prized by employers) such as verbal communication 

– while also testing some elements of knowledge and understanding. Well-designed oral 

assessments are therefore a strong contender for being able to make a greater contribution 

within a future high-stakes assessment system. 
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6. Portfolios 
 

 

A ‘portfolio’ refers to “a collection of various forms of evidence of achievement of learning 

outcomes”.168 In practical terms, a portfolio for assessment purposes may include the 

following elements:  

• Evidence: the type of evidence depends on the discipline or profession it is being 

produced for, but some examples include reports, papers and photographs.  

• Labelling of evidence: evidence may be labelled to provide information on who 

contributed towards a specific piece, when it was produced and what it represents.   

• Structuring and signposting the portfolio: portfolios can be sizeable, meaning a clear 

and explicit structure is vital for both the creator and the assessor. Portfolios can be 

structured in many ways (e.g. by natural topic headings, or chronologically).  

• Critical reflection or commentary: students can contextualise the evidence in their 

portfolio by, for example, explaining what it shows about what they have learned and 

their current capability and understanding of a subject.169    

 

 

Portfolio assessment in schools  

 

Portfolio assessments are currently used in some GCSEs and A-levels. For example, they are 

a significant feature of the Design and Technology GCSE specification, which contains a 

portfolio ‘non-exam assessment’ component worth 50 per cent of the final grade. Students are 

expected to “generate design ideas…and develop these to create a final design solution 

(including modelling)”170 as well as creating a final prototype. Students must evidence, 

investigate, analyse and evaluate their work throughout a portfolio of approximately 20 pages 

of A3 paper (or the A4 / digital equivalent).171 Portfolios are completed under direct 

supervision and are marked at the end of the course by the students’ teacher using guidance 

provided by the exam board. A sample of portfolios are then sent to the exam board for 

moderation, which involves a moderator re-marking a sample of the evidence and checking 

that the marks given by the teacher are in line with the agreed standards.172  

 

One of the most important advantages of portfolios is that they are more closely associated 

with real-world situations than traditional paper-and-pencil tests. Portfolios also allow 

students to demonstrate “evidence of growth over time” through gathering extensive 

information about how they think and reason, how they apply data to solve problems and 

how responsive their work is to feedback.173 What’s more, portfolios encourage students to be 

responsible for their learning, to critique their own work, to make connections and extend 
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their learning – thus allowing them to demonstrate “skills more complex than those required 

to recite facts”.174 Other potential benefits include improvements in students’ knowledge and 

understanding as well as improved student-tutor relationships.175 

 

Some of the most widely cited studies of portfolios were conducted by Professor Daniel 

Koretz and colleagues, who analysed their usage in elementary and high schools in the US 

over several years. In Vermont, state-wide portfolio assessments were introduced for 

mathematics and writing in the fourth and eighth grades.176 Students were required to 

maintain year-long collections of a range of their work in both subjects, which were scored on 

multiple dimensions.177 Scoring for state-wide reporting was normally carried out by a teacher 

other than the students’ own.178 It was found that the consistency between assessors (‘raters’) 

was typically lower in writing than in mathematics.179 In the first year of the programme, 

correlations between the scores awarded by the raters ranged from just 0.38 to 0.49 for both 

subjects.180 Over the years, raters became more consistent due to refinements to the scoring 

rubrics and further training. As a result, correlations between raters in mathematics 

eventually reached 0.8-0.9 but the correlations in writing remained lower at 0.64-0.66.181  

 

Portfolio assessments for writing in the fourth, eighth and twelfth grades in Kentucky 

achieved similar levels of consistency (reliability). Raters were only required to provide a 

single score for a student’s entire portfolio,182 which produced an inter-rater reliability score 

of around 0.7.183 A separate trial of writing portfolio assessment by LeMahieu et al. (1995) in 

Pittsburgh had raters score the portfolios holistically on three dimensions, which produced 

inter-rater reliability of 0.76-0.87.184 Another trial in 1990 by the National Assessment of 

Educational Progress (NAEP) also invited a sample of fourth and eighth graders to produce a 

writing portfolio. The results were promising, with correlations between raters of 0.79-0.89,185 

although an almost identical trial two years later saw the correlation drop to 0.59-0.68.186   

 

Research studies in the UK have faced similar struggles to achieve high reliability for 

portfolios. Wolfe (1996) reported on a nationwide portfolio pilot in which over 2,000 

secondary students submitted portfolios from language arts, mathematics and science classes. 

Inter-rater reliability for mathematics and language arts was found to be ‘satisfactory’ at 0.66 

and 0.62 respectively,187 while the reliability for science was ‘lower than would be desirable’ 

at 0.44.188 However, it was suggested that adequate reliability could be achieved by two raters 

scoring multiple portfolio entries.189 Such are the difficulties inherent in assessing portfolios, 

a 1998 review of National Vocational Qualifications even concluded that it is impossible to 

develop written descriptions that are so tight they can be applied reliably to portfolios by 

multiple assessors in multiple assessment situations.190 The review suggested that there may 

be an ‘optimal degree of precision’ for descriptions, as too much detail makes the portfolio 

unworkable in practice while too little causes the whole process to lack focus, yet this 

optimum is difficult to identify.191  



 36 

 

Artistic portfolios may present even greater barriers to achieving consistency between scorers. 

Myford and Mislevy (1995) analysed data from art portfolios submitted to support US college 

entrance, in which each portfolio received 13 ratings (e.g. colour, design) as well as being 

summarised into an overall score. The individual ratings produced reliability scores of around 

0.65-0.7, with the overall score producing a reliability of 0.78.192 When questioned afterwards, 

raters offered a variety of reasons for why judging the portfolios was challenging, including: 
 

• The ‘bounce effect’ (after rating one portfolio highly, the next portfolio may receive a 

lower score); 

• Resisting operating in ‘empathy mode’ (where the rater judges a student’s potential 

rather than the portfolio itself); 

• Lacking background and experience in the medium or style in which the student is 

working; or, conversely, having a considerable background and experience in the 

relevant medium or style; 

• Portfolios where the student has good ideas but does not have the technical 

capabilities to see the ideas through; 

• Portfolios that depart from ‘the norm’ (i.e. are eccentric or daring), employ unusual 

media or are based on non-Western traditions; 

• Uneven quality within the portfolio, with some stronger and weaker material.193 
 

These challenges partly explain why it took six days to complete the judging process for 

several thousand portfolios, with the authors recognising that “performance assessments 

demand more resources than multiple-choice assessments”.194 

 

Alongside the reliability of portfolios, some research has explored its validity as an assessment 

tool. Leon and Elias (1998) compared scores in portfolios, ‘performances’ (e.g. observations, 

experiments) and traditional assessments in middle school and found that students’ marks 

differed depending on the assessment method used. Some students did better in the portfolio 

assessment – particularly those who were generally lower achievers – indicating that this 

method could be capturing different elements of attainment than traditional assessments. As 

a result, portfolios could be considered a valid form of assessment depending on what it is 

intending to measure. Koretz (1998) found that the correlations between pupils’ portfolio 

scores in mathematics and writing and the same pupils’ scores on standardised tests were 

around 0.35,195 leading him to suggest that ‘moderately high’ correlations between two 

measures of the same subject may “provide the best evidence of validity”196 because the 

measures were capturing different attributes. Even so, he noted that “one would expect that 

scores on the mathematics portfolios would correlate more strongly with the mathematics 

uniform test than with the writing uniform test [but] this was not the case.”197 In the end, 

Koretz concluded that “the optimal level of association among measures …remains arguable” 

and “in general, the evidence pertaining to validity [for portfolios] was unpersuasive.”198  
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Other concerns with the validity of portfolios include the question of who assesses them. In 

the Kentucky portfolio study, Koretz observed “a sizeable difference in the standards applied 

by students’ own teachers” with mean scores dropping ‘substantially’ when the portfolios 

were rescored.199 This problem of “overly lenient scoring by classroom teachers” appeared to 

reduce over several years of the portfolio programme but evidence on the extent of the 

improvement was “not entirely clear”.200 Another validity issue identified in Kentucky was 

the variation in the amount of support provided to the student by the teacher. A large majority 

of teachers reported varying the amount of assistance they provided “in response to the needs 

of the students”, which Koretz concluded “calls into question the comparability of the 

resulting products and scores”.201 

 

Moreover, the time-consuming task of assessing portfolios could pose a threat to their validity, 

reliability and practicality. Supovitz et al. (1997) looked at portfolio assessment in New York 

primary schools and, similar to previous studies, the reliability scores recorded for the 

external portfolio raters was no higher than 0.68-0.73.202 This mediocre reliability was 

associated with a lack of material within the portfolios, yet the raters explained that it would 

have been too time consuming for the portfolios to cover all the work required in sufficient 

detail for them to be able to properly rate it.203 Koretz had also commented that even in 

programmes where portfolio assessment has been successful, it must be weighed against its 

limitations “such as the considerable costs in time, money and stress that this type of 

assessment entails.”204  

 

Aside from the workload implications, fundamental concerns over the suitability of portfolio 

assessment in high stakes environments are prevalent in the research literature. In line with 

the findings cited earlier from the large Kentucky study, Herman et al. (1993) cautioned that 

within a high-stakes setting “the pressures to increase instructional support in portfolio 

support may be substantial.”205 Meanwhile, the research by Supovitz et al. cited above argued 

that the reliability of portfolio assessment is too low for high stakes accountability purposes. 

Koretz recognised that portfolios are widely used for internal assessment “and for that 

purpose they might be more successful”, but the evidence from large scale portfolio 

assessments was “not encouraging” as it often failed to overcome “one of the most basic and 

essential procedural hurdles”206 of obtaining consistent scoring of student work:  

 

“Portfolio assessment has attributes that make it particularly appealing to those who wish 

to use assessment to encourage richer instruction—for example, the ‘authentic’ nature of 

some tasks, the reliance on large tasks, the lack of standardization, and the close integration 

of assessment with instruction. But some of these attributes may undermine the ability of 

the assessments to provide performance data of comparable meaning across large numbers 

of schools.”207  
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Portfolio assessment in professional practice 

 

Some professions make extensive use of portfolio assessments, particularly for training or 

revalidation purposes. As in school settings, the relevance of portfolios to real-world and 

professional environments is often praised. Elton and Johnson (2002) suggest that portfolios 

can offer an ‘authentic’ assessment that is “likely to provide predictive information” about 

how a candidate will perform in future in a professional context.208 Portfolios have also been 

described as having ‘high face validity’, in that they appear effective in measuring the abilities 

that they seek to capture209 and can provide a “holistic picture of the candidate”.210 On a 

broader note, it is claimed that portfolios help students to cope with uncertain or emotionally 

demanding situations as well as preparing them for the professional setting.211 Other 

purported benefits are similar to those identified in school contexts such as improvements in 

a student’s knowledge and understanding (particularly the ability to integrate theory and 

practice), greater self-awareness and reflection and the ability to learn independently.212  

 

Baume and Yorke (2000) looked at the use of portfolios in the accreditation of higher education 

(HE) teachers in the UK at the Open University. The portfolios contained evidence (e.g. lesson 

plans, graded student work) to underpin the assessment of whether the course participant 

had met the desired outcomes.213 The portfolios were doubled-marked across seven 

outcomes,214 with a third assessor brought in where there was disagreement on scores.215 Inter-

rater correlations ranged from -0.10 to 0.67, with a median of just 0.24.216 Agreement between 

assessors was especially problematic across some outcomes, with assessors often having quite 

different notions of what constituted an acceptable level of performance.217 Similar findings 

were recorded by Centra (1994) for portfolios in American HE when evaluating faculty 

members in relation to contract renewal / promotion. Greater variation was observed in raters’ 

judgements on specific elements of the portfolios such as the assessment of ‘teaching’ and 

‘service’ compared to their judgements on more factual elements such as ‘credentials’ and 

‘participation in professional associations’.218  

 

Another profession where portfolios are often used for accreditation is healthcare, yet 

problems with inter-rater reliability are evident here as well. A small-scale study by Pitts et 

al. (2002), which looked at the reliability of scores awarded to portfolios produced by a cohort 

of prospective GP trainers, achieved ‘poor to moderate’ inter-rater reliability of 0.1-0.41, which 

only increased to 0.5 with marking criteria discussions among the raters.219 On a slightly more 

positive note, a systematic review in 2007 of portfolios in medical education found an 

‘average’ reliability of 0.63220 while a follow-up study in 2009 also obtained reliability of 0.87 

for medical internship portfolios that had been double-marked.221 That multiple assessors are 

often required to produce a reliable mark for a portfolio was echoed in other healthcare 

research (e.g. Jasper and Fulton, 2005222; Melville et al., 2004223), yet the practical implications 

of such an approach are obvious enough. 
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The struggle to achieve sufficiently high reliability for portfolios is compounded by potential 

problems with their validity in professional settings. Smith and Tillema (2001) looked at 

portfolios among different professionals including senior nurses and nursing staff and felt 

that evidence in portfolios had ‘questionable validity’ especially when used for assessment 

purposes.224 In addition, Carraccio and Englander (2004) conducted a literature review on 

portfolio assessment in medicine and reported difficulties in striking a balance between the 

creative, reflective aspects of the portfolio (which is focused on learners) and a structure that 

is reliable and valid.225 Another issue is ensuring that assessors do not base their marks on 

components that the portfolio is not intended to measure – for example, a perfectly competent 

teacher may struggle to render their practice into words and be penalised for this. Meanwhile, 

a ‘bad’ teacher may be able to produce a ‘good’ portfolio.226  

 

Even the real-world relevance of portfolios – often seen as one of their greatest assets in a 

professional context – is sometimes called into doubt. Maidment et al. (2006) criticised the use 

of portfolios to meet dental professional body requirements for revalidation on the basis that 

“[a portfolio] doesn’t prove you are a good or safe dentist, it proves you can fill a book”.227 

Stocks et al. (2009) also argued that it is often challenging to determine “whether the portfolio 

presents an authentic experience, or is simply an effort to play the assessment ‘game’”.228 

Citing the work of Buckridge (2008), they noted that portfolios use for summative assessment 

are “likely to be preoccupied with demonstrating competence, with a focus on success”, which 

limits the developmental potential of portfolios because “the point of the text is to persuade” 

and therefore “the mechanism loses authenticity”.229  

 

Given these challenges, portfolios may be more useful when utilised alongside other methods 

of assessment. For example, while Maidment et al. (2006) expressed concern about portfolios 

being used for revalidating dentists’ fitness to practice, they accepted that portfolios could be 

beneficial if used as a basis of an appraisal interview.230 The above research by Melville et al. 

(2004) also accepted that portfolio assessment for paediatric Specialist Registrars “had a place” 

as part of a triangulation process with other methods of assessment.231 Jarvis et al. (2004) 

looked at portfolios by psychiatry residents in the USA and found that portfolios were unable 

to represent all six of the general competencies required by the Accreditation Council for 

Graduate Medical Education, and that it was therefore “reasonable and realistic” to use more 

than one form of evaluation method to examine performance.232 Similarly, Van der Vleuten 

(2012) argued that when considering the clinical competence of medical students “there is no 

single bullet that can do it all in one go”233 and that high-stakes decisions should be based on 

data from multiple methods of assessment.234  

 

As noted earlier in this chapter in the context of school assessment, it is possible that portfolios 

could measure different elements of ability to written exams. Research by Davis (2001) 

investigated the level of agreement between ratings given to portfolios and other methods of 



 40 

 

assessment for medical students. The correlation between the portfolio scores and an extended 

multiple-choice exam was 0.42, while the correlation between portfolios and a student’s OSCE 

was 0.47.235 It was concluded that rather than portfolio assessment being inherently unreliable, 

it was instead measuring both common and different abilities from those being tested in other 

forms of assessment236 – as suggested by Leon and Elias for school-based portfolios. That said, 

another similarity between portfolios in schools and professional settings is the associated 

workload. Research by Hrisos et al. (2008) found that two thirds of foundation doctor trainees 

viewed a portfolio as a “burden”, as the collection of the required paperwork was difficult to 

manage in busy hospital wards.237   

 

In the end, as was found in school settings, the poor reliability and dubious practicality of 

portfolios means that their credibility as a large-scale assessment method within a high stakes 

system is weakened. Roberts et al. (2002) observed that while concerns around high reliability 

and validity may not be considered critical for portfolios used for formative purposes, these 

features become essential as soon as portfolios are used in high stakes decisions.238 Davis et al. 

(2001) found that some final year medical students who completed a portfolio rather than 

traditional final exams even felt they had missed out on a ‘rite of passage’ and that they were 

less prepared for their junior doctor training as a result.239 As discussed earlier, some 

researchers have proposed different ways of improving the suitability of portfolios for high-

stakes judgements such as the use of triangulation between assessment methods. 

Nevertheless, as Koretz and others observed in relation to portfolios in schools, Roberts et al. 

(2002) concluded that “there is little evidence at present to support the widespread 

introduction of portfolios for high stakes summative assessment” in medical settings.240  
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7. Extended essays and projects 
 

 

An alternative method of assessment that is sometimes found operating alongside written 

exams is the notion of an ‘extended project’. Generally, such projects involve a student 

conducting independent research into an area of personal interest and then producing a final 

product (e.g. essay, physical artefact, live performance). This chapter will explore two widely 

recognised versions of ‘extended projects’ as a form of assessment.  

 

 

The Extended Project Qualification (EPQ) 

 

The 2005 White Paper by the then Department for Education and Skills aimed to “strengthen” 

A-levels by encouraging “greater stretch and challenge”, including the development of an 

‘extended project’. This project would be “a single piece of work, requiring a high degree of 

planning, preparation, research and autonomous working” and, although the projects were 

expected to differ by subject, “all will require persistence over time and research skills to 

explore a subject independently in real depth.”241  

 

Following a successful pilot of the ‘extended project qualification’ (EPQ) in 2006, it was 

officially introduced in 2007/2008 as a voluntary qualification available for students in Key 

Stage 5 (ages 16 to 19) that can be taken alongside other academic and vocational 

qualifications. The QCA stated that the EPQ was intended to:  
 

• Add depth and breadth to the curriculum; 

• Allow learners to draw connections between subjects; 

• Support learner progression and create links with their future study or employment 

interests; 

• Help learners to develop new and enhance existing skills; 

• Increase student confidence, responsibility and motivation.242   

 

The EPQ is now recognised by universities and employers, with the highest grade EPQs being 

worth 28 UCAS Tariff points (equivalent to half an A-level).243 According to UCAS, “the skills 

that students develop as part of the EPQ are highly valued” by higher education (HE) 

providers.244 What’s more, many universities lower their offer to applicants who are 

completing the EPQ, including some of the Russell Group universities such as Queen Mary 

University of London and the University of Manchester.  
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To complete the EPQ, students are required to:  

• Choose an area of interest  

• Draft a title and aims of the project for formal approval   

• Plan, research and carry out the project 

• Submit their research – the final output may be in the form of a long written report 

(approx. 5,000 words) or as an artefact e.g. a short film or an art piece, which must be 

accompanied with a short report (approx. 1,500 words).  

• Deliver a presentation about their research  

• Provide evidence in a log of all stages of planning and progress of the research, 

including decision-making and reflections on the process.245  

 

Each student is allocated a supervisor, who they meet with for regular reviews over the course 

of the EPQ. This same supervisor marks the final project using the exam board assessment 

objectives and mark scheme. Supervisors must also confirm a presentation took place, and 

endorse the student’s production log by signing a declaration that the evidence submitted is 

the unaided work of the student.246 Supervisors send over all their students’ marks to the exam 

board as well as a sample of EPQ submitted by students. A moderator from the exam board 

will then re-mark the sample of projects, and compare this with the marks provided by the 

supervisor to see if any changes are required.247   

 

The EPQ has grown in popularity from just under 2,000 in its first year248 to almost 40,000 

entries in recent years, albeit with a slight dip in 2020.249 Most students take A-levels alongside 

their EPQ (95.4 per cent), while around 9 per cent also took a BTEC qualification.250  

Furthermore, EPQ students were found to have had very slightly higher prior attainment than 

A-level students as a whole.251  

 

Some research has suggested that the EPQ is associated with students’ overall performance at 

Key Stage 5. After accounting for prior attainment and other background characteristics, Gill 

(2016) found there was a small but statistically significant effect, with those taking EPQ 

achieving better results on average in their A-levels than non-EPQ students252 – equivalent to 

an uplift of one grade in one qualification if taking four A-levels.253 Meanwhile, Jones (2016) 

found that after controlling for other variables, taking the EPQ enhances the odds of achieving 

a higher grade A-level (A*-B) by 29 per cent.254 Interestingly, this positive impact was not 

uniform across A-level subjects, with no effects being found in mathematics or languages.255 

Surridge et al. (2021) reported similar findings: students who completed the EPQ had on 

average a 22 per cent higher chance of achieving grade A*-B at A-level than a peer who did 

not.256 However, Jones (2016) recognised that looking for impacts of the EPQ on academic 

performance should be done cautiously, as it is possible the EPQ may act as a proxy for a 
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confounding variable – for example, EPQ students potentially being more motivated and thus 

performing better in their other subjects.257  

 

In addition to the potential impact on other subjects, some research suggests the EPQ is better 

able to prepare students for HE. Gill (2022) found that EPQ students were more likely to 

progress to HE (88.5 per cent) compared to non-EPQ students (66.8 per cent).258 What’s more, 

first year university students who took the EPQ were less likely to drop out during their first 

year (2.3 per cent) compared to those who did not (5 per cent).259 The same study also found 

that EPQ students were more likely to achieve a good degree (31 per cent achieved a ‘First’ 

and 87.7 per cent achieved at least a 2:1) than non EPQ students (24.6 per cent and 79.6 per 

cent respectively).260 That said, previous research by Gill and Roderio (2014) found that the 

effect of having done an EPQ on the probability of achieving a First was not significant for 

Russell Group students but was significant for non-Russell Group students.261   

 

To explore why EPQ students may perform better in other A-level subjects and at degree level, 

Stephenson and Isaacs (2019) conducted focus groups with 26 teachers who had experience 

supervising or coordinating the EPQ and also interviewed 15 undergraduate students who 

had recently completed the EPQ.262 The study reported that the EPQ influenced students’ 

general academic performance by “enabling multiple opportunities for enhancing learning 

beyond the A-level curriculum by promoting self-regulation”.263 For example, both teachers 

and students perceived the EPQ as a way of empowering students to be ‘agents in their own 

learning’, and of improving their self-confidence and attitudes towards learning.264 What’s 

more, throughout the EPQ process learners were seen to make “discoveries” about themselves 

(e.g. their aptitude and their learning preferences), which was felt to enable students to 

‘optimise’ their approach to learning.265 The qualification was also perceived as a “catalyst” 

for engaging learners because the opportunity to pursue their own interests made the process 

enjoyable and improved their motivation.266 

 

As described in earlier chapters, a significant proportion of GCSE and A-level coursework has 

been replaced by ‘non-exam assessment’ (NEA) due “largely to issues with authenticity and 

the reliability of marking” of coursework.267 The use and weighting of NEA has intentionally 

been kept to a minimum by the exam regulator Ofqual, and where it is used, “significant new 

controls” are in place.268 However, the EPQ is unusual as it is still assessed entirely through 

NEA by teachers. Ofqual has accepted that due to the nature of the EPQ and the wide range 

of potential projects that a student may produce, “the nature and level of regulatory controls 

that can be imposed are limited”.269  

 

In line with the grade inflation associated with teacher assessment and coursework discussed 

earlier in this report, Ofqual identified “modest” inflation in EPQ grades, with students from 

2014 onwards generally having better EPQ outcomes than similar students from 2013 and 
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before. Analysis suggested that a grade C in 2016 was about half a grade easier to obtain than 

in 2010, and a grade A is a third of a grade easier.270 As shown in Figure 3 below, there are 

further signs of grade inflation in recent years. In 2019, around 19 per cent of EPQ students 

received the highest grade (A*). However, during the pandemic this increased to around 27 

per cent in 2021. What’s more, the proportion of students awarded the lowest grade (U) 

reduced from 2.6 per cent in 2019 to under 1 per cent in 2020 and 2021. These pandemic-era 

figures highlight yet again the lack of controls on teacher-led assessment for the EPQ. 

 

 Figure 3: Percentage of different EPQ grades awarded 271  

 
 

Looking at pre-pandemic data from 2019, Figure 4 shows a stark difference when comparing 

the grades awarded to students in the EPQ and all A-level subjects, with far more top grades 

(grade A and above) being awarded for the EPQ. The percentage of students achieving an A 

or A* in the EPQ was 45.5 per cent in 2019 compared to just 25.2 per cent across all A-levels.  

 

Figure 4: Percentage of grades awarded for EPQs and all A-levels in 2019 272  
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As discussed in the ‘teacher assessment’ chapter, there was a dramatic increase in top A-level 

grades during the pandemic, yet in 2020 and 2021 the proportion of top grades awarded for 

the EPQ remained 12-15 per percentage points higher than for all A-levels.273 This suggests 

that the EPQ generates a similar ‘bunching’ of marks at the top end of the grade distribution 

– a persistent problem with coursework in previous years before Ofqual’s new NEA rules 

were introduced. With such a high percentage of top grades, it becomes harder to view the 

EPQ grades as a credible assessment method within a high stakes assessment system.  

 

 

The International Baccalaureate ‘Extended Essay’ (EE) 

 

The International Baccalaureate (IB) Diploma programme is widely regarded as an academic 

alternative to A-levels in this country and abroad. UK colleges and universities accept the IB 

Diploma for entry onto most undergraduate courses. It is offered by around 100 schools in the 

UK, and in 2022, there were 5,250 IB diploma candidates across the UK.274  

 

The IB has a much broader curriculum than A-levels in terms of subjects and tasks. The 

Diploma curriculum is made up of a ‘core’ plus six subject groups (e.g. Sciences; The Arts). 

The ‘core’ aims to broaden students’ educational experience and challenge them to apply their 

knowledge and skills. It consists of three elements:  

• Theory of knowledge, in which students reflect on the nature of knowledge and on 

how we know what we claim to know; 

• An extended essay, an independent self-directed piece of research with a 4,000-word 

final paper;  

• Creativity, activity, service - in which students are expected to take part in a range of 

experiences, and complete at least one project related to either ‘creativity’, ‘activity’ or 

‘service’. 275  

 

The Diploma is awarded to students who gain at least 24 points overall for the IB (with the 

highest possible score being 45 points), subject to minimum levels of performance including 

successful completion of the three elements of the ‘core’. The ‘theory of knowledge’ and 

‘extended essay’ (EE) components are awarded individual grades and are collectively worth 

a maximum of 3 IB points, depending on the grades obtained overall in each course.276   

 

For the mandatory EE, students are expected to investigate a topic of personal interest to them, 

which relates to one of their six subject groups or takes an interdisciplinary approach. 

Students are “supported throughout” the research and writing of their extended essay, 

receiving “advice and guidance” from a supervisor who is usually a teacher at school.277 

Students are also required to have three ‘reflection sessions’ with their supervisor, with the 



 46 

 

last of these acting as a concluding interview (‘viva voce’) in which students are asked to 

reflect on the strengths of their work and findings as well as any areas that caused problems 

and what can be learned from the report.278 All essays are externally marked by examiners 

appointed by the IB.279   

 

The IB states that by completing the EE, students develop skills in:280  
 

• Formulating an appropriate research question 

• Engaging in a personal exploration of the topic  

• Communicating ideas  

• Developing an argument 

• Developing the capacity to analyse, synthesize and evaluate 

 

The IB also claims that the skills provided by the EE provide “practical preparation for 

undergraduate research”.281  

 

Research has explored the perceptions of the EE among IB students in helping them to prepare 

for university. In a study conducted on behalf of the IB, Aulls et al. (2013) found that a large 

percentage of students who completed the EE reported “enhanced organization, reading and 

reasoning skills”.282 What’s more, students “almost unanimously” mentioned that doing the 

EE “improved their confidence in their ability to accomplish the academic demands of 

undergraduate studies”.283 Similarly, Taylor and Porath (2006) found that graduates of the IB 

reported “positive experiences” and felt it “prepared them well for postsecondary studies”,284 

while Inkelas et al. (2012) heard from former IB students that the EE helped with “the 

reduction of anxiety around college writing assignments”.285  

 

The study by Inkelas et al. also asked former IB students how well they felt their EE prepared 

them for college-level (or, in the UK, university-level) work. They were asked to rank 12 

research skills (e.g. creating a reference list, analysing data) on a scale from 0-10, with 10 

meaning that the EE gave them ‘complete preparation’. As shown in Figure 5 (overleaf), most 

students selected 8 out of 10 or higher for ‘preparation’ in almost every skill. The study 

concluded that IB students felt the EE prepared them well for HE assignments and that it 

covered most of the skills needed for a future research project.286 However, when this data on 

‘perceptions of preparedness’ was correlated with students’ current level of confidence with 

research skills, the correlations were between .24 and .47. This modest relationship suggests 

that students’ confidence with research skills was only partially explained by their perceived 

level of preparedness due to their EE experience, and were instead explained “to a larger 

extent” by other factors in their backgrounds or college experiences.287  
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Figure 5: IB alumni’s perceptions of how well the extended essay prepared 

them for college-level work for a variety of research skills 288 

 
 

Further research into the perceptions of the EE in preparing students for HE was conducted 

by Wray (2013). Semi-structured interviews were held with 24 former IB students as well as 

four focus group meetings with 18 students. Overall, students who had completed an EE were 

“very positive about their experience”.289 Many also noted that they had learnt a great deal 

from the experience, particularly study skills.290 Wray found that some students enjoyed and 

benefitted from the independence required for the EE, but others struggled with the lack of 

support. One interviewee said that “I did a questionnaire but only found out they were bad 

questions at the end. I wish someone had told me.”291 What’s more, most interviewees 

highlighted the difficulty in setting an appropriate research question and designing a project 

to answer this question sensibly.292 This mirrors research by Hamer (2010), who found that 

students perceived the EE as “a cognitively complex task”, and the ability to construct a 

question to guide their research was ranked the most problematic of the skills required.293 

Unlike the EPQ, the EE is compulsory for IB students so there is likely to be more variation in 

how well suited they are to tackling such complex tasks.  

 

In addition to surveying the perceptions of students about the EE, some research has looked 

at whether there is a correlation between the EE and increased performance in HE courses. 

The research by Inkelas et al. (2012) found that students’ EE scores were able to significantly 

predict their first semester college GPA, but the EE score only explained 1 per cent of the 

variance (rising to 4 per cent for their final semester GPA scores) after controlling for student 
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background characteristics.294 The study concluded that the correlation between EE scores and 

cumulative college GPA was “modest at best”295 – which echoes the research into EPQs and 

HE performance discussed earlier in this chapter. 

  
 

Could extended projects prove useful in a high stakes system?  

 

There are several notable similarities between the EPQ and the IB Extended Essay:  

• Students are expected to conduct an independent research task from start to finish, 

which aims to develop their ability to analyse, synthesise and evaluate information;   

• Students are able to choose a research topic that appeals to them personally, which 

encourages them to take responsibility for their own work; 

• Students have regular check-ins with supervisors to discuss their progress and keep 

track of their development e.g. time management and organisational skills; 

• Students must present their ideas at the end of the course and discuss the strengths of 

their research as well as the challenges they faced during the process.  

 

These attributes and skills are quite different to those assessed by written exams, yet they are 

nevertheless thought to be important and valuable to instil in students. One of the clearest 

benefits of extended projects is that they develop skills that are required in real-world settings 

and explicitly set out to prepare students for life outside of school or college. Many of the skills 

required by extended projects are essential in both HE and the workplace, such as project 

management, communicating ideas and working independently. Another benefit of extended 

projects is that they are a credible way of students acquiring these skills through conducting 

the research themselves rather than being taught about it in a classroom. Moreover, these 

projects seem to be a valid form of assessment, with both the EPQ and the EE appearing to 

measure what they claim to – that is, a students’ development of independent research skills.  

 

Despite the numerous benefits of extended projects, their limitations are hard to ignore. Both 

the EPQ and the EE can be affected by a range of issues that correspond to the problems faced 

by several assessment methods discussed earlier in this report - in particular, coursework and 

other forms of teacher assessment: 

• Problems with determining the authenticity of students’ final submission and whether 

it has genuinely been completed independently; 

• Teachers providing too much assistance to students during the project, thereby 

influencing their final grade and reducing the validity of the assessment;  

• Inconsistencies across teachers and schools in the way that the required controls and 

guidance are implemented; 
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• The risk of bias in the assessment process, which could affect the reliability and 

validity of grades (especially the EPQ, which is marked by a student’s supervisor) 

• The pressure on teachers to award higher grades in a high-stakes system (as 

highlighted by the bunching of top marks in the EPQ).  

 

Confirming that a student has completed their project independently has become increasingly 

problematic. With extended projects, students are trusted to act with honesty and integrity 

during the research process. Although there are some checks in place to encourage students 

to focus on their learning and development – such as the EPQ presentation and the EE viva – 

these are unlikely to catch or prevent malpractice on the part of the student. With tens of 

thousands of extended projects being submitted every year, it is highly unlikely that 

safeguards which are both practical and effective could be implemented.  

 

These existing concerns are now being exacerbated by the development of ChatGPT and other 

chatbots. In February 2023 – just three months after the public release of ChatGPT – a cheating 

scandal erupted at a high school in Florida, USA, after several students admitted to using 

ChatGPT or other AI software to write their EE, while other students were suspected of having 

done the same but had not admitted as much.296 In the same month, the IB announced that in 

future students will be allowed to use content generated by ChatGPT so long as they credit 

ChatGPT as the source and do not pass it off as their own – a situation made even more 

remarkable by the fact that only two months earlier in December 2022, an IB spokesman stated 

that “the use of ChatGPT or any other AI tool is against the IB’s academic integrity policy”, 

adding that “academic integrity is an essential aspect of teaching and learning in IB 

programmes where the action is based on inquiry and reflection”.297 The head of assessment 

principles and practice at the IB recently admitted that essay-writing is “being profoundly 

challenged by the rise of new technology and there’s no doubt that it will have much less 

prominence in the future” within the IB.298 Even the use of external markers and ‘reflection 

sessions’ within the EE clearly do not offer sufficient protection against plagiarism and other 

forms of dishonesty.  
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8. Performance-based assessments 
 

 

In the context of assessment, ‘performances’ is a broad concept. Stecher (2010) suggests that it 

is more helpful to consider what performance assessment is not; that is, rather than choosing 

from predetermined options, performance assessment requires candidates to “either construct 

or supply an answer, produce a product or perform an activity.”299 As discussed earlier in this 

report, there has been a deliberative shift by Ofqual towards ‘non-exam assessment’ (NEA) 

and away from coursework and other teacher-led assessments, yet within this overall pattern 

there are several subjects that retain a large proportion of NEA. This chapter will focus on 

assessments related to ‘performing an activity’ in two such subjects - music and drama. 

 

 

Music  

 

Below is a typical specification for A-level music, consisting of three assessment components: 
 

• A written exam paper (40 per cent of the marks) – students appraise music during a 2 

hour and 30 minute exam, which is then externally marked.  

• A performance (35 per cent) – this must last a minimum of 10 minutes, as either a solo 

and/or ensemble as an instrumentalist, or vocalist and/or music production (via 

technology). The audio of the performance is recorded and then externally marked by 

exam board assessors. 

• A composition (25 per cent) – students must produce two compositions (one to a brief, 

and one of their own choosing) that have a combined duration of a minimum of four 

and a half minutes. The composition is also externally marked.300  

 

There is a considerable research literature documenting the difficulties in assessing musical 

performances. McPherson and Thompson (1998) highlighted the complex set of interacting 

factors that affect performance assessments, including that “significant biases often influence 

the results.”301 For example, the characteristics of the evaluator can “strongly influence” the 

outcome, including their personality, experience, musical ability, prior training, familiarity 

with the performer and familiarity with the repertoire.302 The characteristics of the performer 

can also be a source of bias in some cases. Elliott (1995) dubbed identical audio tracks over 

video recordings of white males and females as well as black males and females playing the 

trumpet and flute, and subsequently asked 88 music education majors to score the 

performances. Black performers were scored significantly lower than their white peers, and 

female trumpeters scored lower than female flutists. The research concluded that “prior 

expectation can influence how even experienced musicians hear and judge musical 
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performances”.303 However, there are ways to avoid these issues such as providing 

anonymous audio recordings of performances to limit the opportunity for bias.  

 

Alongside the concerns over bias, McPherson and Thompson noted that “reliability among 

assessors is sometimes low”. 304 They cited the work of Fiske (1978) who presented a set of 

performances twice to experienced musicians. Assessors were not made aware that the 

performances were repeated and thus provided two judgements for each one. Correlations 

between the first and second set of judgements were “alarmingly low”, with some assessors 

showing a negative correlation between their own ratings. This led Fiske to suggest that 

assessors may have been applying “inconsistent” criteria when judging performances.305  

 

Thompson et al. (1998) looked what criteria (‘constructs’) expert assessors (‘adjudicators’) 

used to evaluate music performances.306 Adjudicators listened to recorded performances of a 

piece of music by Frédéric Chopin and then devised six constructs to assess the music; five of 

which were supposed to refer to specific characteristics of the performance (e.g. tempo), 

whereas one should capture overall quality.307 There was some overlap between the constructs 

chosen by the adjudicators, but also some differences.308 In the second part of the study, 

adjudicators listened to six different recordings of the same piece of music and assessed each 

one on a seven-point ‘Likert’ scale based on their own chosen constructs. A comparison of the 

various “overall preference” constructs showed only a moderate correlation (0.53) between 

the six adjudicators,309 suggesting that experienced musicians may develop their own 

‘internal’ mark scheme even when they are being asked to complete the same task such as 

provide a holistic mark. Further work by Thompson and Williamon (2003) looked at the 

correlations between assessors when marking musical performances according to a mark 

scheme.310 The assessors’ marks showed positive correlations (between 0.332 and 0.651), but 

this range was described as “rather moderate” across the full set of mark scheme categories.311  

 

Researchers have also looked at whether reliability is affected by the approach to marking. 

Fiske (1977) compared the evaluations of trumpet performances made using a mark scheme 

that included an ‘overall quality’ mark which had no specified relationship to the other 

marking categories. Fiske found there was greater variation between evaluators on the 

various marking categories than for the ‘overall quality’ score. This could imply that 

“evaluators internally weighted the segmented categories differently in arriving at their 

overall mark” or “interpreted the meaning of the categories differently.”312 In a similar study, 

Mills (1991) asked assessors to rate a musical performance both holistically and according to 

a 12-category mark scheme.313 The study found that there was no direct relationship between 

the holistic mark and the category marks awarded by assessors. Mills suggested that there 

may therefore be “no assessment advantage” in categorised mark schemes because they “may 

not adequately reflect the process of arriving at a holistic, overall mark.”314 Mills also argued 

that holistic assessment is more “musically credible” than categorised marking as it appears 
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“closer to the kind of informal quality judgements made in everyday listening.”315 Swanwick 

(1996) also emphasised the complexity of musical experiences, stating that “such a rich activity 

cannot be reduced to a single dimension” and warned that “when we conflate several 

observations we lose a lot of important information on the way.”316  

 

Despite the challenges associated with judging musical performances, it remains an accepted 

and widely used method of assessment due to its high validity and credibility. As Thompson 

and Williamon argue, “performance quality… is meaningless without real-world validity”317 

and that one “may have to accept” that performance assessment is “simply not open to… 

reliable and consistent scrutiny”.318 In effect, this trade-off between high validity and real-

world relevance on the one hand and low reliability on the other hand is accepted within this 

form of performance assessment because any attempt to increase the reliability could 

jeopardise the purpose of the assessment itself. 

 

  

Drama 

 

Below is a typical specification for A-level Drama and Theatre:  

• An open book written exam (worth 40 per cent of the marks) – students are assessed 

on their knowledge and understanding of how drama and theatre is developed and 

performed during a 1 hour 45 minute paper. 

• Creating an original drama (30 per cent) – students must create and perform their  

own drama, with the marks split between the performance itself and an assessment of 

their working notebook documenting the process of creating the drama. These are 

marked by teachers and moderated by the exam board. 

• Making theatre (30 per cent) – students must perform and interpret three extracts from 

different plays as well as keep a ‘reflective report’. Only the third extract is formally 

presented to an audience and is marked by a visiting exam board assessor, as is the 

reflective report. 319 320 

 

The assessment of drama performances presents “unique challenges”.321 As Carroll and 

Dodds state, “unlike the ability to add or subtract numbers, creativity cannot be taught 

explicitly, and is also difficult to measure systematically”.322 Jacobs (2016) states that one of 

the difficulties with assessment in ‘aesthetic domains’ such as drama is that it “utilises 

personal responses to stimuli, which can be unfamiliar to those more accustomed to 

assessment tasks with previously defined answers.”323 While traditional assessments focus on 

objectivity “whereby assessors are expected to discard their own feelings in favour of strictly 

set criteria”,324 in this case "a focus on objective judgements is contrary to drama education".325  

This can result in challenges with achieving good reliability because assessors having different 
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interpretations of what constitutes a ‘good’ drama performance may reduce the consistency 

of marks between them. Consequently, Tomlinson (2001) argued for a balance between 

subjective and objective judgements in performance assessments that provide the most 

“individually sensitive, accurate and comprehensive evidence.”326  

 

While subjectivity can evidently cause problems in relation to the reliability of drama 

assessments, there are ways of overcoming these issues. Baptiste (2008) argued that 

subjectivity is a “natural aspect” of arts assessment, and that its impact “can be managed 

through the use of rubrics and the training of assessors.”327 Similarly, Clark (2002) claimed 

that “well-constructed” assessment criteria can provide a way for students to be evaluated 

“easily and equitably, without compromising on the divergent qualities of individual creative 

processes” that arise in drama assessment tasks.328 However, some researchers have argued 

against the use of criteria in performance assessments. According to Amabile (1996) and 

Sternberg (1988), “any products derived from a known formula or pre-determined set of 

instructions can never be considered creative.”329   

 

In addition to the risk of subjectivity, the assessment of drama performances can face further 

obstacles to achieving good reliability. For example, the emotions of students on the day of 

the assessment can affect their performance. Johnson and Emunah (2009) argued that 

performance anxiety among actors can cause them to “freeze on stage, alter their behaviour 

or fail to perform in the manner that they had planned.”330 Among drama students, Jacobs 

(2014) identified multiple sources of anxiety that can affect their performance including 

anxiety about their own performance (e.g. how well they remember their lines), anxiety about 

creative work (e.g. how well the audience will receive the performance) and anxiety about 

being assessed (e.g. whether they will do well).331 Jacobs found that students often report 

feeling a variety of emotions – not just negative ones – including being nervous, happy, 

worried, pleased, confused, excited and scared. These emotions have the potential to “inspire 

or inhibit the student’s performance, possibly affecting their results.”332  

 

Reliability and validity challenges can also arise during the marking process. As with other 

assessment methods discussed in this report, the assessors can be a source of bias. Leach et al. 

(2000) argued that both conscious and unconscious bias can arise from assessors’ own values, 

preferences and dispositions,333 leading to lower reliability between assessors and potentially 

lower validity if assessors are not making fair judgements about a student’s attainment. 

Further problems can arise due to the “fleeting nature of performative assessment.”334 As 

Jacobs (2014) heard from a drama teacher, “you can see the piece again, but your reaction will 

be different because you know what to expect… when it’s over, the bubble pops, you’re out 

of their performance space, and you have to recall what you saw, or felt.”335 The student’s 

teacher must therefore balance the roles of assessor and audience member when making 

judgements about the student’s performance. What’s more, teachers emphasised that video 
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recordings of performances provided “a different experience to the live performance” and 

could be “clinical”, with emotional responses not always elicited from recordings.336 The 

teachers felt this “has implications for using video recordings for assessment purposes.”337 

This could be particularly relevant for the validity of drama assessments, as there is a risk that 

the full experience is not being captured (and thus measured) when performances are 

recorded.  

 

Although achieving good reliability and validity in the assessment of drama performances is 

far from straightforward, there are important reasons why this assessment method is used. 

Speck (1998) suggested that “to criticise subjectivity is to undercut professional judgement 

itself, and to recommend its replacement by a reliability test is to devalue its importance.”338  

Performance assessment in drama also sets out to achieve credibility and reflect real-world 

settings; to assess drama without a performance element would arguably be an omission of 

the essence of the subject itself. Moreover, most drama students choose the subject due to “an 

interest in engaging in performance or creative work” and, as Lovesy (2002) states, they 

“simply love ‘to do’”.339 Similarly, Jacobs (2016) argued that teachers and students “engage in 

drama and performance to experience the joy of creative expression and artistic creation, to 

play ‘pretend’ in a range of roles and to build a more comprehensive understanding of the 

human experience through an array of lenses.”340 As with assessing musical performances, it 

seems that drama assessments do not seek to (or claim to) deliver high levels of reliability 

because the focus remains firmly on real-world relevance and credibility.  

  



 55 

 

9. Recommendations 
 

 

Just like written exams, the various alternative assessment methods analysed in this report 

make trade-offs between validity, reliability, real-world applicability, practicality and 

credibility. Looking across all the alternative forms of assessment, several cross-cutting 

themes have emerged in terms of their potential role in our high-stakes assessment system: 

• Developing and demonstrating wider skills: a common criticism of written exams is their 

focus on recalling knowledge, whereas alternative methods often emphasise other 

competencies. For example, the EPQ aims to develop research skills, extended writing and 

presentation skills as well as encouraging students to work independently, and oral 

assessments give students an opportunity to demonstrate their knowledge in a more 

practical way while also developing verbal communication skills. What’s more, a student’s 

performance on, say, a portfolio or oral assessment may not always be consistent with the 

same student’s performance in a written exam, which suggests that different methods of 

assessment could be measuring knowledge and understanding in a different way.  

• Reflecting the ‘real world’: written exams are normally completed in silence in an 

artificial environment that does not reflect real-world settings such as the workplace. In 

contrast, the nature of creative subjects such as art and design, drama and music means 

that it is necessary to use assessments that prioritise their relationship to real-world 

contexts (e.g. live performances) rather than prioritising reliability. That said, even though 

such assessments may have less reliability than written exams, they are still a more 

credible way to measure a student’s attainment in these subjects. 

• Preventing malpractice: several alternatives to written exams struggle to guarantee that 

the work a student submits is their own. As highlighted by the historical problems with 

coursework, malpractice can quickly become widespread and threaten the validity of an 

assessment in a high-stakes system. Similar concerns over malpractice apply in the present 

day to the EPQ and the IB extended essay, even more so with the emergence of ‘chatbots’. 

This compares unfavourably with written exams, where the scope for malpractice is 

greatly reduced by its controlled testing environment.  

• Delivery issues: coursework-style tasks and extended projects are often hampered by 

their inconsistent delivery across schools and colleges, as teachers may (inadvertently or 

otherwise) provide some students with more support and guidance than others, even 

within the same institution. Numerous attempts have been made in the past to reduce 

these inconsistencies, but written exams retain a considerable advantage in being able to 

ensure that all students across the country receive the same questions in a standardised 

manner during the assessment.  
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• The practicality of assessments: written exams are relatively cheap to deliver and mark, 

which is beneficial when assessing large numbers of students in a short timeframe. The 

same cannot be said for coursework and controlled assessment, which were shown to have 

a significant impact on curriculum time during the academic year as well as creating a 

greater workload for teachers. Moreover, the options for improving the reliability of some 

alternatives to written exams can have a positive effect (e.g. having multiple markers for 

a portfolio), yet the increase in the time and investment required to mark all students’ 

work in this manner is likely to prove undeliverable in practice. 

• The risk of inflated grades: internally marked assessments tend to produce higher grades 

than external assessments such as written exams. This increase in grades has often led to 

a ‘bunching’ of marks at the top end of the grade distribution for many internal 

assessments including coursework, controlled assessments and the EPQ. As a result, it 

becomes harder to differentiate between students and typically leads to grade inflation – 

most notably during the COVID-19 pandemic. If an assessment does not differentiate 

between students, this could have significant implications including a qualification losing 

its value over time or universities and employers introducing their own entrance tests. 

• Disparities between students: as demonstrated by many academic studies and the 

pandemic, any assessment marked by a student’s own teacher is likely to be less valid and 

reliable than an external assessment. This is due to the risk of inconsistent marking by 

teachers coupled with the prospect of bias related to demographic factors such as a 

student’s socio-economic background or a teacher’s knowledge of a student’s prior grades. 

External assessors can also be ‘biased’ to some extent, particularly during more subjective 

assessments for creative subjects. In most cases, such bias can be largely, if not entirely, 

overcome by using anonymous marking (e.g. assessing an audio recording of a musical 

performance, or having a written exam assessed anonymously by an external marker).  

• Different approaches to marking: while challenges clearly arise when teachers are asked 

to award scores / grades to students in a high-stakes system, this report has found evidence 

that teachers are nevertheless able to accurately rank students based on their 

performances. Reliability may also be improved by drawing on assessors’ expertise 

through asking them to make holistic judgements about a student’s performance instead 

of judging their performance against detailed marking criteria.  

By combining these cross-cutting themes, the following pages will describe a package of 

reforms that is designed to:  

(i) build on the strengths of written exams; 

(ii) draw on the strengths offered by various alternative assessment methods – which 

in many cases directly address some of the weaknesses with written exams set out 

at the start of this report.   
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RECOMMENDATION 1 

To maintain the credibility of the high-stakes assessment system in the final years of 
secondary education, written examinations should continue to be the main method of 
assessing students’ knowledge and understanding. In contrast, placing a greater emphasis 
on coursework and other forms of ‘teacher assessment’ would increase teachers’ workload 
and lead to less reliable grades that may be biased against students from disadvantaged 
backgrounds.  

 

Any assessment that is used for high-stakes summative purposes must produce trustworthy 

judgements on the attainment of students. While every method of assessment in mainstream 

education involves some form of trade-offs, this report has established that the pressures of a 

high-stakes system reduce the credibility of many alternatives to written exams – particularly 

those marked by a student’s own teacher. The research evidence clearly demonstrates that the 

scope for malpractice, bias, inconsistent delivery and increased teacher workload – to name 

just a few challenges – are greatly increased outside of standardised, externally marked 

written exams. On that basis, written exams should retain their position as the main method 

of conducting summative assessments in our high-stakes system. Where non-exam 

assessment (NEA) is necessary, the government should continue to follow the principles set 

out by Ofqual described in chapter 3 i.e. NEA should only be used where it is the only valid 

way to assess essential elements of particular subjects (e.g. performances in A-level music), 

and wherever it is used, NEA should be designed so that the final grades are not easily 

distorted by the high stakes nature of the assessment. 

  

 

RECOMMENDATION 2 

To broaden the curriculum and develop a wider range of skills than those promoted by 
written exams, students aged 16-19 taking classroom-based courses should be required to 
take one additional subject in Year 12 (equivalent to an AS level) that will be examined 
entirely through an oral assessment.   

 
As noted in chapter 2, verbal communication is among the skills that employers most 

commonly say is lacking among school and college leavers. The majority of pupils studying 

academic and applied subjects (e.g. A-levels and BTECs) have limited opportunities to 

develop these skills as their courses are largely assessed through written exams. Meanwhile, 

T-level students and apprentices are normally assessed using a mixture of methods such as 

presentations, vivas, interviews and professional discussions that can enhance their verbal 

communication skills alongside other attributes. Given their importance for future 

progression and employment, there is no good reason why these skills should not be 

developed among all students.   
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Consequently, this report calls for every student enrolled in classroom-based courses such as 

A-levels to study one additional subject that will be assessed through an oral assessment 

instead of a written exam. There are several options as to how this could work:  

• Option 1: students will study one additional subject relative to current academic and 

applied programmes (e.g. four A-level subjects rather than three) during their first 

year of post-16 education. At the end of the first year, they will choose one subject to 

take as an AS-level and complete an oral assessment on what they have learned on 

that course, after which they will no longer study that subject. They will then take 

mostly written exams (depending on the subjects being studied) in their remaining 

academic and applied subjects at the end of their second year. 

• Option 2: students will study one additional subject relative to current academic and 

applied programmes across both years of post-16 education. At the end of the second 

year, they will complete an oral assessment in one subject of their choice and sit mostly 

written exams in their other subjects.  

• Option 3: Previously EDSK has called for the introduction of a ‘baccalaureate’ to 

reduce the degree of specialisation in the final years of secondary education. In this 

model students will be studying five ‘academic’ subjects or three ‘applied’ subjects (or 

a combination of them) in their penultimate year of secondary education and would 

then choose one subject to be tested through an oral assessment at the end of that year. 

Their remaining four academic or two applied subjects would be assessed largely 

through written exams at the end of their final year. 

All the above options come with pros and cons, but the overriding goal is clear: students 

would take an oral assessment on a subject of their choice that would cover the equivalent of 

an AS-level course. 

In terms of how the oral assessments would be delivered, this report suggests drawing on the 

approach to existing assessments such as GCSE language orals and the German Abitur. 

Although a detailed consultation would need to take place before finalising arrangements for 

the new oral assessments, it is envisaged that there will be a window in which schools and 

colleges carry out the oral assessments during the summer term and the assessment itself will 

involve something akin to the following process:  

• The assessment will last for 20 minutes and will consist of two parts: (i) a presentation; 

and (ii) interview-style questions. The assessment will be carried out by a teacher(s) 

based at the school or college. 

• For the presentation, students will get 30 minutes to prepare immediately before their 

oral assessment. Students will be offered several options for a presentation topic and 

will select one topic, at which point they can start preparing their notes without access 

to additional support materials e.g. textbooks.  

https://www.edsk.org/publications/reassessing-the-future-part-2/
https://www.edsk.org/publications/reassessing-the-future-part-2/
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• Students will deliver their presentation at the start of the oral assessment. Questions 

will only be asked by the assessor if the candidate has misunderstood the topic. 

• For the interview, the teacher-examiner will ask the student a range of questions that 

are selected from a question bank provided by the exam board, as is the case for foreign 

language GCSE and A-level exams. These questions will be based on course material 

unrelated to the topic that the student has just presented on. Students will not see the 

interview questions in advance of the assessment. 

 

Every assessment will be audio-recorded by the teacher-examiner. It is worth considering 

whether an independent observer would be needed during the assessment to ensure that the 

appropriate processes are being followed, although this would have obvious logistical 

implications. An even more rigorous approach would be to have a single independent 

assessor (i.e. a teacher from another school or college) carry out the oral assessments, with 

schools and colleges being grouped locally to facilitate this process, but again this would be 

more complicated to deliver than using existing staff. 

 

After every student has completed their oral assessment, the teacher-examiner(s) will make a 

holistic judgement about every student’s performance during the whole assessment and then 

rank the students being assessed orally in that subject. This ranking will be based on a 

combination of two factors: (i) the quality of a student’s knowledge and understanding of the 

course material; and (ii) the quality of the student’s oral communication skills. In the most 

popular subjects, this may require several assessors (teachers) to work together to rank a 

cohort of students. After the students have been ranked for each subject, the audio-recordings 

and rankings will be sent to the exam board, which will assign scores to the students and 

award them their final grade. This methodology is explicitly designed to draw on the expertise 

of teachers (ranking their students) but without putting them in the compromising position 

of having to choose their own students’ grades within a high-stakes system. 

 

 

RECOMMENDATION 3 

To ensure that students taking classroom-based subjects can develop their research and 
extended writing skills beyond an exam setting, the Extended Project Qualification (EPQ) 
should be made compulsory. In future, the EPQ will be used as a low-stakes skills 
development programme and will therefore be ungraded.  

 
Recent debates around the introduction of a ‘Baccalaureate’ in the final years of secondary 

education have highlighted the potential role for independent research projects as a core 

component of a Baccalaureate framework.341 This is unsurprising, given the evidence showing 

that the EPQ is often praised for engaging students in their learning by giving them the chance 
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to work and learn independently. Meanwhile, the IB includes a compulsory independent 

essay because it is seen as a valuable exercise for students alongside their subject-specific 

courses and wider experiences such as community service. In addition, T-level students and 

apprentices complete assessments that are relevant to the workplace and develop a broad 

range of skills through practical assignments and employer-designed projects. Despite these 

converging approaches, the benefits of completing an independent project are currently 

restricted among classroom-based students to those who actively choose to pursue the EPQ 

alongside their other subjects. Consequently, this report calls for the EPQ to become a 

compulsory qualification for all students studying classroom-based subjects at Level 3 

(equivalent to A-levels). As with the existing EPQ, it will be a standalone course in which 

students research a topic of their choosing, producing the final output of either a written 

report or an artefact. As now, students will be largely expected to work independently and 

would need to choose a topic that is outside the syllabus of the subjects they are studying.  

 

As explored earlier in this report, it is difficult to avoid a ‘bunching’ of marks at the top end 

of the distribution with coursework-style assessments, and grade inflation is a common issue 

with teacher assessment more broadly. Moreover, when students are competing for university 

places, there may be an even greater incentive to commit malpractice. Given these inevitable 

pressures from a high-stakes system, it is recommended that the EPQ is no longer graded, 

with students awarded a simple pass/fail judgement instead. Although some university 

applicants currently receive lower offers on the condition of achieving a high grade in their 

EPQ, the proposal to make the EPQ compulsory will mean that completing an extended 

project is no longer a differentiating factor between students and the grade they achieve will 

thus no longer a central feature of their application. 

 

It could be argued that treating the EPQ as compulsory rather than optional may affect 

students’ motivation but, as the IB has already shown, there is considerable value in students 

being required to engage in this form of independent project to broaden their research skills. 

That a student can select a topic of their choice for this extended project also creates a new 

source of personal motivation that is generally unattainable within most subject specifications. 

In addition, the recent reforms to A-level science have shown that not attaching an overall 

grade to practical tasks does not necessarily result in less commitment from students and may 

even lead to a greater improvement in their independent learning capabilities over time.  

 

In terms of skills development, one could simply expand the existing EPQ to more students 

without alteration, there is a case for adapting the qualification so that it is more directive 

about the precise skills that students are expected to develop as well as ensuring that these 

skills are demonstrated by all students. In the reformed A-level science specifications, every 

student is required to complete 12 practical experiments and the specifications set out the 

skills that students must develop (e.g. devising and investigating testable questions; using 
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specialist equipment to take measurements). Teachers are also required to keep a record of 

details such as when each practical activity was undertaken and which students met the 

criteria. On that basis, the current logbook that EPQ students complete could be enhanced so 

that it ensures students are consistently engaged in the research process and demonstrate 

certain competencies (e.g. analytical skills) at specific points rather than waiting until they 

hand in their final project. This approach would help deliver the objective of a compulsory 

EPQ being used as a low-stakes skills development programme that prepares young people 

for Higher Education and employment. 

 

 

RECOMMENDATION 4 

To give schools and colleges the resources they need to expand their 16-19 curriculum to 
include an additional subject and the EPQ, the ‘base rate’ of per-student funding (currently 
£4,642) should be increased by approximately £200 a year to reach £6,000 by 2030. 

 

It will not be possible to deliver the recommendations in this report within the existing 

funding settlement for schools and colleges. England already has a limited number of funded 

teaching hours in the 16-19 phase relative to many other countries,342 meaning that any 

attempt to expand the courses and qualifications available to classroom-based students 

without additional funding is unlikely to lead to high-quality provision. 

 

First and foremost, students taking more courses will mean more students being entered for 

final assessments. For example, introducing a compulsory EPQ would see entries dramatically 

increase from close to 40,000 now to perhaps over 300,000 students each year. The entry fee 

per pupil is £62.45,343 meaning that around £16 million of additional investment would be 

needed each year to cover these fees. Similarly, an AS/A level oral exam to be conducted by 

an exam board currently costs £40.344 Last year, there were around 280,000 students entering 

A-level exams and a further 120,000 entering Applied General exams (e.g. BTECs),345 although 

80,000 A-level students only studied one or two subjects346 (suggesting that they combined 

these subjects with Applied General courses). This produces a rough estimate of 320,000 

students being entered for an additional oral exam as a result of this report’s 

recommendations – costing around £13 million a year. 

 

However, these additional exam entry fees would be overshadowed by the cost of delivering 

an extra subject for all students on classroom-based courses relative to the status quo. Since 

2010, funding for 16-19 education has been dramatically tightened. From 2010-11 to 2013-14, 

16-19 spending per student was, at best, static in cash terms. A new funding formula was 

introduced in 2013-14, and between then and 2019-20 the national ‘base rate’ per student was 

frozen at £4,000 in cash terms, eroding its real value by 9 per cent.347 In 2019-20 the base rate 

was eventually increased but only by around £200 per student,348 costing the government 
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about £200 million.349 The base rate is now set to rise to £4,642 per student in the 2023/24 

academic year,350 although this is equivalent to an increase of just 2.2 per cent – well below the 

current level of inflation. Regardless of these welcome increases to per-student funding over 

the last few years, college spending per student in 2024–25 will still be around 5 per cent below 

2010–11 levels, while school sixth-form spending per student will be 22 per cent below 2010–

11 levels.351 In other words, the funding settlement for 16-19 education remains woefully 

inadequate.  

 

To address this longstanding concern, EDSK recently called on the government to raise the 

per-student base rate for 16 to 19-year-olds to £6,000 to ensure that schools and colleges can 

provide the quality of teaching and learning that young people need and deserve. To reach 

this funding goal, the government will have to increase the base rate by approximately £200 

per student every year for the next seven years; representing around £1.4 billion in additional 

spending each year by 2030. Even this increase may end up being relatively modest if inflation 

remains high in the coming years, but it is nevertheless the least that a current or future 

government could do to broaden the curriculum for 16 to 19-year-olds and provide the 

necessary resources for the new qualifications and assessments that this report has proposed.  

 

 

 

  

https://www.edsk.org/publications/reassessing-the-future-part-2/
https://www.edsk.org/publications/reassessing-the-future-part-2/
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Conclusion 
 

 

“It is a reasonable thing that a school should be judged in part by the ability of its pupils 

to reach certain intellectual standards prescribed by independent authorities and 

competently tested by impartial examinations. But the results of the latter are not in 

themselves sufficient evidence that a school provides the course of intellectual training 

which affords the most lasting benefit to the pupils, or gives to them the best preparation 

for the tasks of later life.” 352        

 

 

Over 100 years since its publication, this quote from the landmark ‘Acland Report’ still 

resonates today. Written exams occupy a pivotal role in our education system and the 

evidence presented throughout this report shows that there are several important reasons for 

this; namely, their independent administration, standardised nature, impartial marking and 

low cost of delivery. Nevertheless, it must also be acknowledged that written exams have 

limitations, such as the lack of breadth in the skills they promote and the artificial conditions 

in which pen-and-paper assessments are normally conducted. This report has demonstrated 

that several alternatives to written exams offer a legitimate (and, in many cases, preferable) 

way for students to develop intellectual skills such as independent research and verbal 

communication, which are often highly prized by employers and thus likely to prove 

beneficial later in life. 

 

That said, the debate over the benefits and drawbacks of written exams cannot avoid the fact 

that many alternative methods of assessment struggle to withstand the pressures generated 

by a high-stakes system. Historically, one of the biggest challenges faced by any coursework 

or essay-style assessments has been ensuring that the work a student submits is indeed their 

own. This challenge has arguably now become insurmountable in the age of ChatGPT and 

other ‘chatbots’, which can produce on-demand material that aims to mimic human dialogue 

and other creative outputs (both written and non-written). On that basis, replacing written 

exams with most of the alternative assessment methods explored in this report would almost 

certainly deliver final grades that are less accurate and trustworthy than those produced by 

exams while also adding significant new workload burdens onto teachers.  

 

Some of the alternative methods discussed in this report undoubtedly remain useful tools to 

support teaching and learning through low-stakes formative assessments. Even so, the 

prospect of greater inaccuracies and inconsistencies in grading within high-stakes summative 

assessments is surely intolerable when, rightly or wrongly, those same grades form part of the 

annual competition among students for a finite number of places at many universities and 
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employers. What’s more, taxpayers have every right to expect that a publicly funded 

assessment system is delivering fair judgements on students, even more so when the 

government uses examination results to help identify which schools and colleges are 

performing well and which are potentially struggling. That is not to say that the grades 

awarded for written exams are perfect in this regard, but the alternatives to exams explored 

in this report generally fare worse than exams in terms of their ability to differentiate between 

students in a precise and consistent manner. 

 

Changing the national assessment system will inevitably involve some degree of disruption 

for students, teachers, leaders and parents. On that basis, any proposed reforms should be 

expected to demonstrate that they would add value beyond the existing assessments while 

also protecting the interests of learners and taxpayers. The recommendations in this report 

thus seek to build on the strengths of written exams while drawing on the strengths of other 

forms of assessment that can also operate within a high-stakes system: oral assessments and 

low-stakes independent research projects. Through this approach, students would engage 

with a broader suite of courses and assessments that give them the opportunity to develop 

additional skills and capabilities over and above those fostered by written exams.  

 

Admittedly, such progress will only be possible if a current or future government is willing 

to invest in our secondary education system to ensure that every institution has sufficient 

resources to deliver the proposals outlined in this report. This would require undoing the 

funding cuts seen in 16-19 education over the past decade or so, which would be a laudable 

objective in its own right. Should this new investment materialise, the combination of written 

exams, oral exams and independent research projects proposed in this report will create a 

solid foundation for our high-stakes assessment system in schools and colleges for many years 

to come.  
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